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Abstract - In this paper we present the results of an
experiment, which combined the I mpactorium tool with
the RAHS System. We describe the intelligence analysis
process supported by the tools and give a brief
introduction to the tools. Results from a Swedish study
that influenced the version of Impactorium tested in
Singapore are reported. We conclude with some
suggestions for future studies of Bayesian belief
modelling for intelligence analysis.
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1 Introduction

In this paper, we considered the problem of situmati
monitoring and threat prediction by intelligencealysts in

a 6-month terrorist attack scenario, and reportréseilts
of a joint experiment undertaken by Sweden and
Singapore in 2007. The experiment aimed at tedtieg
situation awareness of the analysts and their idecis
making.

Intelligence analysis is a difficult problem, whiatan
benefit from computer support tools, provided ttrase
are constructed in a way that takes into accoumnt ho
humans work. While some minor components (e.gityent
extraction in text) of the intelligence analysiogess are
very suitable for automation, the analysis of thépat is
mainly a human task. In this paper, we describeesofn
the experimental studies that have been made \ih t
Impactorium tool developed at FOI [1],[2]. The main
focus is on the experiment performed in Singapare i
2007.

The paper is outlined as follows. Section 2 briefly
describes intelligence analysis and decision-makimdy is
followed by a description of how Bayesian beliefwarks
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2 Background: Intelligence Analysis

Intelligence analysis is used to provide adequét@tion
awareness for decision-making, but also involvessiten-
making itself. Situation awareness [3] is the ppfioa,
comprehension and near-future projection of
environmental elements making up a situation. tmgeof
information fusion, it is mainly related to situaii
assessment, level 2 of the JDL model [4]. For ligieshce
analysis, the meaning of a situation varies froftirgeto
setting. Generally, it is important to have an ustinding
of the basic entities making up a situation as asltheir
relations. For many applications, it is the netwark
connections between events, persons, and objettarté
of interest. Computer tools for helping people kések
of such networks are often very useful.

Decision making is the process of maintaining a talen
representation and the navigation procedures of the
problem space (i.e. the current state of affaine, goal
state, and availability of resources), while takantgap of
faith in making a choice to embark on a particdaurse

of action to solve the problem. Algorithmic methoals
problem solving and the utility theory of decisioraking
suggest that people approach this process systathati
they would consider most, if not, all aspects oé th
problem, make choices between alternatives via himig

the benefits and costs of decisions and selectirg t
decision that maximises the outcome benefits and
minimises the costs [5].

However, research done with expert military persbnn
fire fighters [6] and design engineers [7] showdat t
experts made decisions by comparing the curreumtsin

to previously experienced situations. They idesdifi
appropriate courses of action via mentally simatatihe

the

could be used to help intelligence analysts achieve ypical course of action for similar situation teatuate the

situation awareness and improve their decision-ngaki
Next, the RAHS and Impactorium systems are briefly
described. This is followed by a section on theegixpent

in Singapore and a brief discussion.

particular solution’s viability in the current sittion [7].
Experience with multitudes of similar types of plerhs
and their associated solutions exposed the exgerts
various facets of the problem and thus enabled tteem
develop elaborate schemas of the problems, whiokepr
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useful as reference points for future decisionsisTh
method of decision making seems to facilitate time-
constrained decisions with ill-defined goals, and
ambiguous data [5], [6].

3 Bayesian modelling techniques

Algorithm and utility based decision support sysierof
which the Bayesian technique modelling tools is an
example [6], have been shown to be effective in
augmenting humans when they are making decisiaats th
have stable problem spaces, requires less expaitiser
less time pressure, and affects many stakehol8grs [
Bayesian technigue modelling is a comprehensive
representation of cause and effect or correlational
relationships between factors depending on the’aser
representation of the environment. This techniqas h
been used to identify enemy units and installatif#is
generate alternative hypothesises [10], in ordéadditate

the development of courses of action and centigrafity

by commanders. For example, it has been used to
represent causal relationships in the military danfar

the prediction of mine impact and enemy troops. éind
the Mine Burial prediction program, the Office ofl
Research, USA, developed the Mine Burial Experte3ys
Model (MBESM) which is a Bayesian network model to
simulate the impact of different types of mines in
particular deployment sites [11]. While the Centg&
Gravity Network Effects Tool (COGNET) is a modegin
framework developed by Defence Science and
Technology Organisation, Australia, to determinerayn
and friendly COG. The model is a Bayesian reprediemt

of potential factors that estimate an enemy’s CO&.[

On the other hand, Bayesian technique modelling has
yielded mixed feedback in the intelligence domadim.a
study comparing intuitive versus Bayesian probghikix
analysts’ were told to determine the likelihood ttliae
USSR would attempt to destroy China's growing rarcle
capabilities within the month [13]. In the intuigv
probability condition, analysts would simply gertera
figure of likelihood of the event occurring, while the
Bayesian probability condition, analysts would liste
indicators of the events, its probability of ocamnte and
its conditional probability on the event's occuren but
allowed the mathematics to determine the figure
likelihood of the event occurring. Findings shovtiedt the
likelihood figure determined through Bayesian pHuibity
was lower than the intuitive probability figure amehs
thus more accurate in estimating the likelihood tloé
event occurring as USSR did not attempt to destroy
China's growing nuclear capabilities within the morA
similar exercise was conducted to evaluate theghitity

of various critical consequences occurring in thene of
failed peace talks between Egypt and Israel. Yéh ve-
evaluation thirty years on, the researchers artisled
about the accuracy of the conditional probabilitteat
were generated by the analysts: they were not atimagy
the probabilities of outcomes occurring conditiooalthe

of

success or failure of the peace talks instead these

evaluating the casual impact of the success ouréaibf

the talks [14] suggesting that the conditional @uibties

generated did not address the issue at hand. hitiwe
also cautioned that the Bayesian technique interfaic
displaying all the components of a situation mighscure
the big picture understanding required by expertsiake

sense of the situation [7].

The present research aims to evaluate the effeetbgeof
the use of Bayesian technique on analysts’ quality
situation awareness and decision making when paifior

threat assessment.

4 RAHSand Impactorium

41 RAHSSystem

The RAHS system is built on Service Oriented
Architecture (SOA), which simplifies the integraticmf
data and tools from different agencies as web cesvi
There are three major capability blocks in the RAHS
system. The research and analysis tools allow sisatp
closely examine signals collected from environmienta
scanning. The perspective-sharing tools allow atslyo
offer insights on pieces of information they reegiand
for these perspectives to be analyzed for converyand
divergence, and for possible outliers or even widds.
The scenario building tools allow analysts to buijgtem
maps and ranking models, and to examine variousasice
and strategy options.

The RAHS system empowers analysts with a suite of
tools, to help them process large amounts of dattégh
can either be unstructured text obtained from therhet,

or reports uploaded by the analysts. The systemsdive
analyst the flexibility to apply these analyticabts in any
order, in support of the analytic process. Thesgsto
include namely, search, summary, entity and tenipora
analysis, and clustering. The automated workflovictvh
acts as an orchestration layer enables on-thedhkflow
configuration and execution. The Orchestrator kb
service discovery and sharing of data, algorithms a
visualization in the RAHS environment.

Data organising capabilities that enable collabeeat
modelling efforts by the analysts are incorporated the
RAHS system, thus allowing analysts to connect sro
silos and challenge previous thinking assumptions.
Capabilities for model monitoring are also provideéd
enable matching of models with incoming data steam
and to allow the human team to explore the intéapiens
and implications of these data.

4.2 FOI Impactorium

Impactorium is a continuously evolving set of imf@tion
fusion tools developed at FOI. While the tool-gatted as
a simple situation monitoring application [1], i since
grown to include more modelling and fusion compdsen
and its range of application now includes foremsialysis,



situation monitoring for military and civil infrastcture
applications, and information structuring and asiglyfor
intelligence applications.

The initial versions of Impactorium were develogada
FOI project that aimed at delivering tools for aifon and
impact assessment for Battle Groups, the Europedons
rapid deployment forces. Interviews with Swedishméd
Forces personnel who had participated in earlier
international missions were performed [15]. The airthe
interviews was to determine what information netdsy
have and what tools they used to spread informatien
expected, the need for having the right informatdrihe
right time and place was stressed, as was the fared
processed intelligence analyses rather than adoesswy
information.

The Impactorium tool was developed to be used hif st
officers primarily in the J2 and J3 functions andhelp
ensure that they could process the informationkguiand
provide field officers with updated analyses of tharent
situation.

The Impactorium tool as used in the experimenttheese
components: a modelling tool where the user coctstra
Bayesian belief network corresponding to events
interests and their indicators; an indicator atibra
component, where the user associates
indicators; a visualisation component, where prdlizss

of different events are shown and the user can auait
filter the available reports based on events they a
associated with.
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of indicators and Bayesian belief networks. Each report
that is read by the analyst is tagged with relevraditators
selected from a previously defined set. The indicatan
also have values and are used to update the lel&fsria
the Bayesian belief network.

The visual interface of Impactorium consists of atmix
that has four fields ({low probability, low impagctflow
probability, high impact}, {high probability, lownipact},
and {high probability, high impact}) denoting thepaiori
probability and impact of events. An event is dissat as

a combination of a variable (e.g. threat) and &ki@ (e.g.
high, medium and low level). For each event in the
matrix, a number of indicators are listed. The cadiors
are examples of observations that can be made which
indicate that a particular event is about to or alasady
occurred. Figure 1 shows the main visual display of
Impactorium.

By specifying the dependence relationship between
indicators and events in the Bayesian belief ndtsjothe
number of parameters to consider when determirtiieg t
probabilities of specific events occurring can bduced.

In the Impactorium, it is possible to determine thiee the
events are connected via the noisy-OR-principlether
An example Bayesian belief
network is shown in Figure 2.

Impactorium was integrated with the RAHS systemaas
web service, enabling RAHS users to view the list o
Impactorium indicators by indicator groups, update
indicators observed, and update the Impactorium
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Figure 1. The user interface
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Figure 2. Bayesian network giving a threat modetiots.

situation picture. The Orchestration Layer was used
create monitoring workflows to search for and sort
incoming newspaper and intelligence reports via the
RAHS system information acquisition capability, ant
relevant user folders periodically. Users then yared

the reports in these folders to choose interestitigles

to read in detail or to perform research and aislys
functions. A tagging interface was added to the BAH

‘|| sort articles into
relevant folders.

Updated situation picture
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Figure 3. Workflow process combining RAHS Systerd Bnpactorium
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article viewer to allow the user to specify theigador(s)
referred to by the article he just read, and tadshese
indicators to the Impactorium web service, whicknth
updated the common Impactorium situation informatio
Thus, the Impactorium situation picture is condyant
updated to reflect the input of all users basedthen
latest reports.

The workflow process used is shown in Figure 3.
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4.3 Design influences on Impactorium

Initial Swedish studies of Impactorium were coneédct
with users before and after their deployment to d<os
and with students at the Swedish National Defence
College. In both cases, a scenario based on aasthnd
Swedish Armed Forces exercise framework scenarg wa
used. The setting was that the users were resperisib
keeping order in the city of Norrkdping. A two-day
scenario was used with a number of reports setitgo
users for analysis and processing. Among the rgport
clues were planted that indicated several comirentsv
that would disturb the order in Norrkdping. Severaise
reports were also included, in order to make suaéthe
task of detecting the events of interest was noe@sy.
Participants were instructed to work together nping
for a peace meeting which will take place in they.ci
After a brief presentation of the purpose of the
experiment, the test began with a training sessiorhat
participants could become familiar with Impactorium
Participants were observed during the experimewnt an
interviewed after completing the task. The intewigas
conducted with a number of questions based on qusvi
research in decision making.
A follow-up study was conducted after the users had
returned from international deployment.
The results from the combined interviews indicdtat t
the tool can help give users a better understanafinige
on-going situation, which would help them in their
decision-making. The users were, understandablyif a
sceptical towards the automatic calculation of
probabilities of future events, but embraced theaidf
being able to sort and filter reports based on the
indicators.
The users also agreed that the tool should be bged
intelligence analysts rather than decision-makers
themselves.
A complementary study was performed with studenhts a
the National Defence College. Here, a class of 12
persons was divided into three groups
« one group which was given access to the complete
Impactorium tool
« one group which was given access to a computer
tool that listed all available reports and could
display more information about them
e asingle user was also presented with no computer
tool at all, but was instead given all the repants
the scenario on paper, one at a time.
The purpose of the exercise was to demonstratbeto t
students the possibilities of automatic informatiosion
tools. After the scenario was completed, the resuére
discussed with the students, but no structuredvies
were made. The exercise came at the end of a 24 cla
hour introductory course on information fusion and
decision support tools.
The results of the exercise indicated the relevanice
information fusion tools. The users who were gioaty

the report viewing tool were able to detect onle af

the antagonistic events hidden in the scenarios Thi
demonstrates the bias of humans to stop looking for
alternate hypotheses when we have selected a good
enough hypothesis about the future. In contrastugers
who had access to the complete Impactorium tookwer
able to detect all three impeding hostile eventkis T
shows the usefulness of the probability calculatjon
which would indicate likely events in red, thusréfey

the users to them. The single user who had no ctanpu
support tool at all was able to detect one of thents,

but did not have time to read all the reports. Tlibers all
commented on the usefulness of Impactorium.

5 Singapore Experiment

5.1 Experiment design

Two groups of analysts were engaged in this rebdarc
use either the baseline RAHS system with Microsoft
Office (RAHS++ group) or the RAHS system with
Impactorium tool (RAHS + IM group). The effectivesse

of the Impactorium tool in augmenting the analyst i
performing threat assessment was measured by
comparing the levels of situation awareness and the
quality of decisions made by analysts using théediht
decision support systems.

Questionnaires were developed to elicit the levkel o
analysts’ situation awareness through the threenmai
components of situation awareness: perception,
comprehension and projection of future states. This
similar in structure and concept to Situation Awergs
Global Awareness Technique (SAGAT) [16], [17]. The
implementation of the SAGAT methodology included a
modification: the questionnaires were administeegd
natural breaks in the session (for example: luneak
and end of session) instead of freezing the expairat
random points. But following SAGAT methodology, all
information presented just before the point of
guestionnaire  administration was tested. One
guestionnaire was used during the practice sessioh
two were used in the trial session. Questions i th
perception category queried information relevantite
pre-event indicators; questions in the assessment
category elicited information with regards to theaming

of the information perceived; and the questionsnfthe
projection category obtained information about fjes
future events. Information apropos to the accuraicgt
timeliness of decisions made by analysts was eticit
through the appropriate and accurate delivery ar- no
delivery of updates of critical events to higher
management.

5.2 Practice session scenario

The scenario used in the practice session considted
three main themes: intentions of the terrorists,
capabilities of the terrorists, and opportunities strike.

In the scenario, the terrorists had no intentianattack



Singapore, their capability was low but the oppioitiu
to strike was high due to the arrival of the APE@mit
leaders. A total of 176 articles were presentetf;didhe
articles were relevant articles while the remairtiadf of

the articles was irrelevant articles. The ordewimich the
articles were presented was randomised, but the $am
both groups of participants.
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Figure 4. Visual display of Impactorium from a Igieint in the actual scenario.

5.3 Actual session scenario

The scenario presented to both groups of partitipan
was based on real terrorist plots foiled in Singepand
the Philippines. The scenario consisted of threical
themes: intentions of the terrorists, capabilitedsthe
terrorists, and opportunities for strike. In theersario,
the terrorists had intentions to attack, they hafficsent
manpower and resources and the opportunity toestrik
was high as Singapore hosts Christmas Eve celebsati
along Orchard road, in the heart of the city. Aataif
286 articles were used in the session. 143 artivkre
relevant to the themes while 143 articles werdduant
articles. The order in which the articles were prgsd
was randomised, but the same for both groups of
participants.

Figure 4 shows the user interface of Impactorivomfia
late time in the scenario.

Prior to the trial session, the users participateda
modelling workshop to construct the Bayesian belief
networks and indicators used. The users chose to
construct networks not for specific events in thaurfe,
but rather for each of a set of necessary pre-tiondi
for a successful terrorist attack in Singapore. riplas

of such pre-conditions are Reach, Finance, and @upp
Base.

5.4 Procedures

5.4.1 Practicesession

The participants were told that they would be pigyi
three months in scenario time and their task was to

monitor occurrences in surrounding countries ireor
detect threat(s) to Singapore hosting the APEC stmm
in March and to submit an incidence report when
necessary. Once the participants stated that they
understood what was required of them, the artislese
uploaded into RAHS and distributed to the partiniga
via the orchestration layer in RAHS. The use of thyer
enabled the articles to be sorted into countrieswN
articles were distributed to the participants evéagy
minutes using the same process. Every 10 minutes
represented 5 days in scenario time. After the dasif
articles was distributed to the participants, thegre
given 10 minutes to read the articles, after which
guestionnaire was distributed to them for comptetio

5.4.2 Trial session

Similar to the practice session, instructions werad to
the participants and they were told that the séenar
would cover events in a six-month timeframe. Howeve
in the trial session, they were told to monitor gyeh
events occurring in neighbouring countries and in
Singapore to identify potential threats to Singapdrhe
session was split into a morning phase and annafber
phase. Articles were distributed in the same maagéen
the practice session, however to increase the plattee
research, the articles were distributed at 5 m@ute
interval. Each 5 minutes interval represents 5 agen
days. The first two months of the scenario was qgdaiyn
the morning phase. After the last set of articlegsw
distributed to the participants, they were given 10
minutes to read the articles, after which a questdre
was distributed to them for completion. This pracess
repeated for the afternoon phase for four months of



scenario time. Interviews with individual particiga
were conducted after the completion of
guestionnaires.

the

6 Results of the Singapor e experiment

Scores for the practice session were not analysed.

6.1 Situation awareness

Two independent raters scored the situation awasene
guestionnaires, and the inter-rater reliability was
0.852. Figure 5 shows that there was no difference
between the scores in both phases of the research
suggesting that learning effect was minimal in
performing the tasks and answering the questioesair
Thus, scores were collapsed across the phasee#Hrobs

for further analysis.
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Figure 5. Confidence intervals for situation awasn
scores of both phases

Figure 6 shows the comparison of scores acrostyee
of software used. A breakdown of the scores shbas t
there is a trend towards better perception andeptioin
for users using the RAHS + IM software.
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Figure 6. Mean situation awareness scores for both
phases of the trial session.

The use of RAHS and Impactorium has mixed effeots o
analysts’ quality of situation awareness when petiog
threat assessment. Perception and projection se@es
consistently better for users of RAHS + IM, which
suggest that the use of Impactorium enabled usesed
more of the elements in their situation as welbager
anticipate future occurrences than users of the 8AH

system. However, assessment of the environmenhotas
facilitated with the use of Impactorium.

6.2 Decision making

Quality of decision making was operationalised lzes t
timely delivery of an accurate report to emphagtze
occurrence of an incident of critical importancEimely
delivery is defined as in time to prevent the iecitifrom
occurring, specifically two weeks to a month beftre
critical incident, while accuracy of the report wassed

on the number of simulated facts reported and Huav t
story is weaved together.

In phase 1 of the trial, the RAHS + IM users weveect

in not issuing a report however the RAHS++ user
incorrectly stated in their report that there wih
incident occurring in July. In phase 2 of the tritie
RAHS++ user correctly stated in their report tHagre

will be an incident occurring around Christmas,nglo
with the supporting evidence of infiltration whikhe
RAHS + IM users did not submit a complete report.

The use of RAHS and Impactorium has mixed effeaots o
analysts’ quality of decision making when perforgin
threat assessment. The quality of decisions mati@ati
differ when using either RAHS ++ or RAHS + IM. This
could be because decision making measures were not
sensitive enough to measure a decision point, and i
might have sufficed to provide an avenue for verbal
updates to a superior. On the other hand, thisriind
aligned with research that suggests that expegtsnaire
inclined to use schemas and heuristics in making
decisions than systematic analysis and that formal
analysis might impede judgements [7].

6.3 Reéflections

During the after-session interview, RAHS + IM users
acknowledged the usefulness of the Bayesian teaaniq
software, which enabled them to test the hypothekis
the situation, and to verify their mental modelstioé
situation. However, they stated that they woulck lio

see some improvements made to the software.
Specifically, the inability to differentiate betweehe
activation of the indicators by different usersick who
made the changes and whether the group agreecto th
assessment meant that the users were unable jo full
understand changes in the situation picture.

The interviews highlighted that Impactorium is a
functional tool for testing one’s understanding tbé
situation. Although collaboration facilities needl lie in
place to draw a balance between full access rights
modify all models and view its outputs and accégsts

to view outputs only. This finding is congruent hvit
suggestions that decision support systems should
enhance team identity via allowing tracking of team
mates task and progress, and enhance team cogvidion
providing a common situation picture while making
allowances for different perspectives [7].



An important constraint with this research is thiag
project was conducted in a simulated environmett wi
hypothetical elements thus it might have contaiaed
artificiality that violated the flow of terroristtrkes and
reporting procedures. To minimise the effects of a
contrived environment, the scenario was based lglose
on an actual incident while the task was based on
standard operating procedures.

7 Conclusion

Bayesian technique modelling is relatively effeetin
improving situation awareness, however, its effestess

in enabling timely and accurate decision making is
ambiguous. Further research needs to be done on the
conditions for its effectiveness. Findings from greject
suggest that the concept of use is an importane ifsr
consideration when implementing the software. Bayes
technique software could be wused in facilitating
alternative hypothesis generation and evaluation, a
opposed to providing answers for questions in gener
This is in line with research, which has identified
conditions for the enhanced use of Bayesian tecienilj

the intelligence domain [9]. Firstly, binary quests, for
example, “Is an attack more likely or unlikely?tea
more effectively answered than ambiguous questions.
Secondly, periodic review of the a priori standsedi
weights would ensure that the relationships between
factors are still relevant with respects to therentr
situation. In addition, revisiting the relationshipgo
verify the accuracy of the initial state probalilftvhich
assumes that given all things equal, relationships
between factors will have particular effects) wolild
optimal because in actual situations, the probgbdf
effects between relationships of factors might barem
complex and thus reflect convoluted relationships.
Thirdly, the acknowledgment that a true zero is
inapplicable in a real intelligence situation ahdg the
use of continuous scales in the specification of
probability is artificial. Finally, the appreciatioof the
challenge in representing non-events as interesting
patterns in Bayesian technique.

In future work, we plan to study how the use of &sign
belief networks could be integrated into the sgte
intelligence analysis process in more detail.
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