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Abstract—The authorship verification problem of determining
whether two collections of textual content have been written by
the same author or not is relevant in several contexts, e.g., when
law enforcement officers try to find out whether a suspect with
a known user account has other user accounts in the same or
other web forums. In this paper, we evaluate how well the recently
suggested attention-based hierarchical neural network approach
ADHOMINEM works and if it can be used to link user accounts
on Swedish discussion forums. The results are encouraging and
show that using ADHOMINEM is a promising way forward when
linking user accounts both on the same discussion forum and in
cross-domain settings in which users write on a large variety of
topics.

I. INTRODUCTION

Law enforcement analysts and investigators are often con-
cerned with problems involving digital messages or social
media user accounts on various platforms. Real-world use
cases may involve having to analyze who (if any) out of a
pool of suspects have written a threatening anonymous e-mail
to a politician, or whether the identity of an unknown drug
seller on an illegal marketplace can be revealed by linking
forum posts to less anonymous accounts on other social media
platforms.

This can be achieved by identifying individual linguistic
features such as characteristics of spelling, grammar, and
stylistic choices in a text and then find other texts that have
the same linguistic features. Such linguistic analysis is usually
seen as a part of forensic linguistics [18]. Although there have
been several occasions where linguistic analysis has been used
as evidence in court, manual analysis of linguistic features
is far from perfect. Moreover, there are limits to how much
data can be managed using manual analysis. For such reasons,
much research has been devoted to computer-based authorship
analysis.

A particular linguistic analysis task is authorship verifica-
tion (AV), which can be defined as the problem of comparing
the style of two (sets of) documents in order to decide whether
they are likely to have been written by the same author
or not. Several different approaches have been suggested
for authorship verification. Many of these rely on extracting
various stylometric features that are used as input to (shallow)
machine learning-based classifiers. A large variety of stylo-
metric features have been proposed in the literature, including
various lexical, syntactic, and semantic features. Hand-crafting

such features has the advantage that human experts can decide
on which properties to take into account when attempting to
compare whether two (sets of) documents have been written
by the same author or not. Such methods work reasonably well
but are restricted to the stylometric features experts identify
as relevant. Progress in deep learning has led to a revolution
in natural language processing. Deep learning-based methods
have the ability to learn useful representations automatically,
which can be seen as a type of automatic feature extraction.
Lately, interesting deep learning-based approaches have been
suggested as alternatives to more traditional approaches to
authorship verification.

In this paper, we utilize a deep learning-based tech-
nique known as ADHOMINEM [2] for authorship verification.
ADHOMINEM has previously been investigated for use cases
that involve deciding whether two reviews in English have
been produced by the same author.

To the best of our knowledge, we are the first to use this
technique to determine whether user accounts on different web
forums belong to the same person. Moreover, this research is
carried out for users writing in Swedish, which is a language
that this kind of hierarchical neural network-based authorship
verification methods previously has not been used for.

Outline The rest of this paper is outlined as follows. In
Section II we present an overview of related work and position
our research contribution in relation to previous research. Next,
in Section III we provide a brief description of ADHOMINEM.
In Section IV we outline our formulation of the authorship
verification task and present the different datasets used to train
and test our model. In Section V we outline a number of
experiments used to evaluate the model, and we present and
discuss the results of the experiments in Section VI. Finally,
the paper is concluded with some directions for future work
in Section VII

II. RELATED WORK

Authorship verification is a variant of the more well-studied
problem of authorship attribution. Given a text of unknown or
disputed authorship and a set of candidate authors, authorship
attribution aims to find the candidate most likely to have
written the text. Research on such methods dates back a long
time, with early works predating computerized methods [6],
[14]. A useful review of features and various classifiers that
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have been suggested throughout the research literature can be
found in [22]. Most existing work assumes a relatively limited
number of candidate authors, but [15] have demonstrated that
traditional shallow machine learning-based classifiers scale
surprisingly well also for cases involving tens of thousands
of candidate authors.

Research on authorship verification is not as exhaustive as
for authorship attribution, but several approaches do exist.
A fair amount of such methods have throughout the years
been evaluated in various challenges as part of PAN1. Among
authorship verification methods, we can separate between
methods that make use of hand-crafted stylometric features
and those that automatically extract features from the raw
text. To learn discriminating features directly from text is
potentially beneficial, but many such approaches have also
shown to be highly topic-dependent. Moreover, such methods
tend to lack an intuitive way to explain the resulting classifi-
cations to a user of an authorship verification system, limiting
its practical value in forensic investigations. In recent years,
several interesting deep learning-based approaches have shown
promising results on the task as well, e.g. [2], [16].

Resolving authorship in social media introduces several
additional challenges. Firstly, the amount of text is often
prohibitively small. For example, the average Reddit post
consists of 30 words or 180 characters. Similarly, the average
tweet contains only 11 words or 67 characters2. This can be
compared to the PAN 2020 Authorship Attribution challenge
[10] which used 21,000 characters per author, or the reliable
minimum of 10,000 word-tokens recommended in older litera-
ture [4]. Secondly, the number of users (i.e., possible candidate
authors) can range from thousands to millions, even on a single
platform.

Rocha et al. [19] provide a comprehensive overview of
attempts at, and challenges with, authorship analysis in so-
cial media. Here they highlight the need for robust topic-
independent features due to the small size of individual posts
and the wide range of topics different user posts can cover.
Sapkota et al. [20] perform authorship attribution on text
compiled from different online media (such as blogs and
email) with commonly used lexical and stylometric features.
De Vel et al. [5], [24] exploit greetings phrases and signatures
in email for authorship analysis, which to some limited degree
also can be applied to social media. The ubiquity of social
media data lends itself to using machine learning methods,
and in particular deep learning, which can leverage a large
number of training examples. The aforementioned work by
Boenninghoff et al. [2] is an example of this, although their
experiments focus on user reviews of products, an area of
social media that is arguably atypical for the discussions
commonly associated with forums and social networks.

1PAN is a series of scientific events / shared tasks on digital text forensics
hosted annually by Webis Group.: https://pan.webis.de/

2Based on random samples of 1 million posts each for Reddit and Twitter.

III. ADHOMINEM

We have employed a deep learning-based method called
ADHOMINEM [2] for authorship verification. ADHOMINEM
is a Siamese network, i.e., a neural network architecture in
which a single artificial neural network f(·) is applied to two
inputs xi and xj in order to compare the output vectors.

The neural network backbone in ADHOMINEM consists
of a Hierarchical Attention Neural Network similar to [25].
The network performs encoding at three levels: character-to-
word, word-to-sentence encoding and sentence-to-document
encoding using a combination of convolutional filters [13],
bidirectional LSTMs [8] and attention [1].

ADHOMINEM is an approach that offers several advan-
tages. Firstly, it is language-agnostic, and it does not require
any language-specific function words or POS-tags. Instead,
ADHOMINEM learns its own vocabulary and uses pre-trained
word embeddings in an unsupervised fashion. Secondly, it
learns a unified pseudo-metric, i.e., a generalization of the
metric space where two distinct points x and y can have
a distance of zero between documents, which offers more
explanatory power compared to black-box classifiers. Thirdly,
by combining the linguistic document embedding of the model
with its attention scores, there are multiple possibilities to ex-
plain the classification to the human operator. These linguistic
embeddings can, for example, be visualized using methods like
t-SNE [23], such that an operator can inspect how different
documents relate to each other in the embedding space. The
attention scores, normally used internally by the network to
determine relations between tokens, can be leveraged in ways
like highlighting those tokens/sentences which the network
deems to have linguistic or stylometric importance. More
details about ADHOMINEM can be found in [2].

A. Authorship verification with ADHOMINEM

ADHOMINEM uses a double threshold setup which offers
two disparate approaches for authorship verification: confi-
dent verification, where the model only predicts authorship
on examples the model is sufficiently confident in, or soft-
threshold verification, where the model predicts authorship for
all examples regardless of confidence.

More formally, the model employs two fixed threshold-
values: a lower threshold τs (same author) and an upper
threshold τd (different authors), with τs < τd. These thresholds
are set before the network is trained.

During authorship verification, given two documents D1

and D2, we first compute the distance between their feature-
representations using the Euclidean distance,

d (y1,y2) = ‖y1 − y2‖ (1)

where yi = f(Di) are the real-valued feature vectors of the
documents Di, outputted by the hierarchical attention network
f(·).

Given the distance d (y1,y2), we then use the following
classification criterion for confident authorship verification:{

â = 1 if d
(
yi,yj

)
≤ τs

â = 0 if d
(
yi,yj

)
≥ τd

(2)
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where â = 1 means the model predicts that Di and Dj are
written by the same author, while â = 0 means the model
predicts that the documents are written by different authors.
Document pairs (Di, Dj) with τs < d(yi,yj) < τd are simply
ignored.

For soft-threshold verification we instead use the following
criterion: {

â = 1 if d (y1,y2) ≤ τs+τd
2

â = 0 if d (y1,y2) ≥ τs+τd
2

(3)

.
In our experiments, we evaluate both of these verification

approaches, although we focus primarily on confident verifi-
cation since this offers more reliable predictions, at the cost
of ignoring more examples.

IV. A MODEL FOR AUTHORSHIP VERIFICATION ON
SWEDISH WEB FORUMS

A. Reliable Authorship Verification with Forum Data

Authorship verification for forum and social media posts has
two main issues to tackle. First, unlike many other forms of
written communication, e.g., books, blogs, and emails, forum
posts tend to be unstructured, generally being more akin to
casual conversations. This means we cannot (reliably) exploit
any formatting-related features for authorship verification,
e.g., greetings or paragraph length (and even if we could,
these might not generalize well across forums). Therefore, to
guarantee good generalization, we are forced to focus solely
on the textual content of the posts. Secondly, the amount of
text in any single forum post is often extremely short, e.g.,
one or two sentences. Although contemporary results on single
post authorship verification, such as Schwartz et al. [21], are
impressive when considering the minuscule amount of text
they use, their fairly low reliability makes it difficult to use
their predictions as evidence, for example, in a court of law.

We instead choose to focus on combining sets of posts
into what we call profile documents, which are then used
in authorship verification. Similar approaches where multiple
bodies of text are combined into profile documents have been
employed by, e.g., [9] for essays.

Our approach to authorship verification is, therefore, as
follows: We define an authorship verification example as a
pair of two profile documents Di and Dj from two unknown
authors ui and uj , where both documents are compiled from
disjoint sets of forum posts. The tasks is then to determine if
ui = uj .

1) Document Length: Composing the profile documents
from multiple, very short forum posts (the median post length
is 46 word-tokens) offers an advantage over other authorship
verification settings since that we can control the document
size by adjusting the number of posts.

Although document length is a factor that is well established
as having a major influence on the performance of authorship
verification systems, few researchers explicitly try to control
for document length in their experiments. In our experiments,
we will explicitly control the document size and evaluate how

differences in size affect the performance. In that way, we can
determine suitable heuristics for the amount of text required
to conduct reliable authorship verification.

When controlling for document size, the naive approach
would be to use an equal number of posts for each pro-
file document. However, since posts may vary in size, both
between users and different forums, this could lead us to
overestimate performance on, e.g., more verbose forums while
underestimating performance on less verbose forums. We
control the document size by limiting each profile document to
a fixed number of sentences n. The median sentence length in
our training forum is 16 word-tokens, and the median number
of sentences per user is 32 sentences. We, therefore, set the
default size of training documents to n = 30 (ca. 492 tokens
per document) such that we, in theory, could construct a profile
document for more than half of the users in our training set.
Similar document sizes have also been used in several related
works, e.g., [2], [3], [20].

We evaluate the trained model using various settings for n
to get a good estimate of the document size the model requires
to retain good accuracy.

2) Topical and Temporal Constraints: We also constrain the
temporal span of the posts in each profile document. Previous
research [26] has shown that compiling profile documents
by sampling posts at random makes the verification problem
significantly easier, compared to when there is no temporal
overlap between posts. Similarly, we also constrain profile
documents to cover posts from only a single topic in order
to further increase the difficulty of the task. We argue that
profile documents of this type – i.e., consisting of a small
set of posts that were posted in a limited time frame and
only covering a limited range of subjects – represent a likely
real-world scenario in which a forensic linguistic investigation
could be needed.

B. Generating Data

1) Data Gathering: To train our model, we first construct
a large authorship verification dataset from one of Sweden’s
most popular discussion forums (which we denote as DF1).
The discussion forum is pseudonymous, i.e., users are iden-
tified via unique user handles but are otherwise anonymous.
The forum consists of a number of unique main boards, each
covering a unique topic such as IT and economics. We regard
the main board a post was posted under as the topic of that
post.

2) Compiling Profile Documents: For each user, we sepa-
rate the user’s forum posts based on topic. For each group of
topic posts, we then sort the posts in ascending order based
on the date and time of posting. The sorted posts are then
concatenated into a single large document, which is then split
into a set of smaller, non-overlapping documents, with each
smaller document consisting of exactly n = 30 sentences. We
use these 30-sentence documents as profile documents during
both training and testing.

We discard users who could not produce at least two profile
documents on at least two different topics. This reduces the
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number of users in the dataset from roughly 460,000 to 77,256.
Note that users still can have more than four profile documents.

3) Generating AV Examples: To get balanced training data,
we generate an equal number of positive and negative example
pairs. Keeping in line with the notation of [3] we denote
positive samples as a = 1 and negative samples as a = 0. We
also generate an equal number of intra- and inter-topic pairs
(i.e., where the two documents cover the same or different
topics, respectively). We denote intra-topic examples as c = 1
and inter-topic examples as c = 0. In each training epoch, we
create four example pairs for each user u: (a = 0, c = 0),
(a = 0, c = 1), (a = 1, c = 0), (a = 1, c = 1), where
each pair consists of two disparate profile documents. Here,
for a = 0, we randomly sample a different user, and for c = 0,
we randomly sample a different topic. After each epoch we
augment the data by resampling these examples pairs for each
user.

C. Training the Model

We use the dataset described above to train the model.
The user set from DF1 U is split into three disjoint sets:
Utrain, Uvalidation and Utest, consisting of 80%, 10% and 10%
of the original set of users respectively. The ADHOMINEM
implementation is trained using example pairs from the set
of example documents Dtrain for the train-user set Utrain. Pairs
are sampled as outlined in Section IV-B, resulting in 247,232
training pairs in each epoch.

Early stopping is used during training to prevent overfitting:
the model trains until the loss on the validation document
set Dvalidation has not improved for three consecutive training
epochs, whereupon the best model is selected.

In the experiments we use the remaining unseen set of test-
users Utest and their example documents Dtest.

1) Tokenization and Sentence Boundaries: For document
tokenization, we employ the natural language toolkit NLTK3.
We use the Punkt tokenizer [12] for Swedish to detect sentence
boundaries and use a regex-based word-tokenizer to split the
sentences into word-tokens.

2) Vocabulary and Embeddings: We construct a Swedish
word-level vocabulary by first converting all documents to
lower case. We collect all unique tokens {w|∀w ∈ Dtrain} in
the training documents Dtrain and then discard any token that
occurred less than 20 times in Dtrain. We use a catch-all token
<UNK> to replace these missing tokens. Removing these rare
tokens reduces the vocabulary size from 5,357,243 down to
267,899. Hiding rare tokens not only reduces vocabulary size
but also doubles as a form of topic-masking.

As word embeddings x(w) we use pre-trained CBOW word-
embeddings4 for Swedish [7]. We denote the vocabulary of
the pretrained embeddings as Vpre and the vocabulary derived
from Dtrain as Vtrain. Before training we first discard all pre-
trained token-embeddings for all tokens w where w /∈ (Vpre−
Vtrain). We then randomly initialize embeddings for all tokens

3https://www.nltk.org/
4https://fasttext.cc/docs/en/crawl-vectors.html

TABLE I
THE THREE DIFFERENT DATASETS USED FOR TRAINING AND TESTING.

Dataset Source # authors # topics
Intra-Domain (test) DF1 7726 16
Domain Shift DF2 8755 17
Cross-Domain DF1 and DF3 969 2

w where w /∈ (Vtrain − Vpre). All word-embeddings are then
updated jointly with the network during training.

The character vocabulary is constructed by first collecting
all unique characters, upper and lower-case, in all training
documents {c|∀c ∈ Dtrain}. All characters that occurred less
than 100 times in Dtrain are then discarded, reducing the
character vocabulary count from 3,442 to 366. The character-
embedding size is set to dc = 10. The embeddings are then
randomly initialized, and updated jointly with the network
during training.

3) Implementation details: We implement ADHOMINEM
using PyTorch 1.5 [17]. We set τs = 1 and τd = 3. Like [3],
the output size of the word-to-sentence LSTM encoders are set
to ds = 150, and the output size of the sentence-to-document
encoders to dd = 75. However, since ADHOMINEM [2] instead
uses bidirectional LSTMs, the outputed sentence embeddings
have an actual size of 2 · ds, and the document-embeddings a
size of 2 · dd. The output size of the final linear layer is set to
dy = 30. The network is trained using an Adam [11] optimizer
with a cyclic learning rate schedule. Dropout is applied with
a keep probability of p = 0.9 to the convolutional filters, the
attention weights, and the final metric projection. We use a
batch size of 32 and train using two NVIDIA GeForce RTX
2080.

V. EXPERIMENTS AND SETUPS

A. Evaluation Settings

We evaluate our ADHOMINEM authorship verification
model using three different datasets: Intra-Domain, Domain
Shift, and Cross-Domain. The three different datasets contain
data from three different discussion forums: DF1, DF2, and
DF3. The datasets are listed in Table I, and the three different
evaluation settings are described in more detail below.

Evaluation Setting 1: Intra-Domain
For the first evaluation setting, we employ the most common
setup employed in authorship analysis research: by using an
unseen test user set from the same domain as the training
data. More specifically, we use the test user set Utest, outlined
in Section IV-C.

We consider this setting as an idealistic special case, rarely
encountered when applying AV in practice. Therefore, we use
this setting more as a way to highlight how much we can
overestimate performance when compared to less idealistic
settings, rather than a way to evaluate actual performance.

Evaluation Setting 2: Domain Shift
In the second setting, we evaluate the model in a more realistic
scenario. We apply the model not only to unseen users but to
users collected from an entirely different domain/discussion
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forum. We consider this to be a more general (and realistic)
version of evaluation setting 1, and we use it to showcase if
we can feasibly apply authorship verification in forums that
do not have sufficient users to train a model.

Here, we compile data from a different discussion forum
that we denote as DF2. DF2 has a much more limited user-
base compared to DF1, and it has a disparate target audience.
Similar to DF1, DF2 consists of multiple different main-
boards, with each board focusing on a specific topic. Here,
however, the topic-range is much narrower than in DF1, with
topics focusing primarily on child-rearing and other aspects of
domestic life.

Evaluation Setting 3: Cross-Domain
In the third setting, we try to generalize the setting even
further. Previously, we have assumed the documents in the
pair we want to verify are from the same domain. Here, we
instead verify documents from disparate discussion forums.

We compile a cross-domain dataset that consists of doc-
ument pairs spanning two different discussion forums: our
original forum DF1 and a discussion forum DF3 that have a
focus on IT and technology. To find accounts that are created
by the same user in both forums, we first identify all the
usernames in Utest that exist in both DF1 and DF3. Two
accounts on two different forums having identical usernames
do not necessarily mean the accounts correspond to the same
real-life user. Therefore, to minimize the risk of incorrect
labeling, we limit our set of usernames to only “unique”
usernames, i.e., names that are unlikely to have been chosen
by two different people. For this purpose, we define a “unique”
username as:

• Consisting of more than four characters.
• Not being a standard Swedish or English Name (first or

surname).
• Not being a reference to famous cultural icons (e.g.,

Spongebob or Sonic the Hedgehog).
• Not being an overly generic phrase.

We tasked three human annotators to tag usernames as being
unique or not based on these criteria. Only users that were
labeled as unique by all three annotators were kept. We assume
that these usernames represent the same people posting in both
forums.

The profile documents are compiled by sorting all user posts
from the shared usernames in either forum in adjacent order
based on posting time. The texts are then concatenated and
split into sub-documents, each consisting of 30 sentences.
Users who have posted less than 30 sentences in either
forum are excluded. The resulting dataset consists of 969
unique users. Unlike previous settings we only generate two
example pairs per user at each epoch: (a = 1, c = 0) and
(a = 0, c = 0). Here, c = 0 also denotes disparate forums,
rather than disparate topics.

B. Experiments

Experiment 1: Accuracy in Different Settings
To get an insight into how different types of data affect the
performance of the model, we investigate how the accuracy

changes for the three different settings. In each setting, we
use profile documents with a size of n = 30 sentences.

In our experiments, we focus on two aspects. First, we in-
vestigate the soft-threshold authorship verification accuracy of
the model and how it is affected by changes in domain setting.
Secondly, we use the double threshold setup of ADHOMINEM
and investigate how different settings affect the verification
accuracy of confident prediction, as well as the proportion of
examples that can be predicted with confidence.

Experiment 2: Impact of Document Length
In the second experiment, we investigate in detail how the
length of the input-documents affects the accuracy metrics
mentioned above.

Here we perform the same experiments as in Experiment
1, but use documents of increasing sizes, from n = 10 to
n = 100 in increments of 10. We first select the subset of
users from each dataset that can produce at least two 100-
sentence profile documents to make sure we always evaluate
on the same settings. This reduces the number of unique users
to 3,398 for Intra-Domain, 3,398 for Domain Shift, and 637
for Cross-Domain.

In order to make sure that we do not overestimate the
performance by selecting a much easier set of users, we first
evaluate the model on n = 30 documents and find the average
accuracy to be, in fact, marginally worse when compared to
the full datasets. We are, therefore, confident that we are not
overestimating the performance.

VI. RESULTS

Experiment 1: Accuracy in Different Settings
The results for Experiment 1 is showed in Table II and

Table III. As can be noted in Table II, ADHOMINEM performs
well on our Swedish forum post authorship verification, with
an average soft-threshold accuracy of 81% on quite small
documents. The results also show that the overall verification
accuracy is reasonably consistent when the model is applied
to unseen forums and even when performing authorship veri-
fication over different forums.

Compared to Intra-Domain, Domain Shift has a significant
disparity between the soft-threshold accuracies for positive and
negative examples (see Table II). The same holds true for intra-
and inter-topic examples.

5∀l = (a, c) denotes all four possible label combinations.

TABLE II
SOFT-THRESHOLD ACCURACY FOR EACH LABEL CONFIGURATION IN ALL

THREE SETTINGS (n = 30)

Labels Intra-Domain Domain-Shift Cross-Domain
acc (%) acc (%) acc (%)

∀l = (a, c)5 81.1 79.9 70.6
a = 0, c = 0 81.8 74.6 79.1
a = 0, c = 1 79.7 71.2 -
a = 1, c = 0 79.5 84.2 62.1
a = 1, c = 1 83.3 89.5 -
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TABLE III
ACCURACY WHEN d(·, ·) ≤ τs OR d(·, ·) ≥ τd FOR EACH LABEL CONFIGURATION IN ALL THREE SETTINGS (n = 30).

Labels Intra-Domain Domain Shift Cross-Domain
acc (%) # (%) acc (%) # (%) acc (%) # (%)

∀l = (a, c) 95.0 15.1 95.5 13.5 85.6 12.6
a = 0, c = 0 95.2 20.7 96.6 14.1 80.3 18.7
a = 0, c = 1 96.1 18.9 97.7 13.1 - -
a = 1, c = 0 94.2 9.5 93.9 11.9 90.9 6.5
a = 1, c = 1 94.0 11.2 93.8 14.9 - -

We hypothesize that this is due to a disparity in the
distribution of linguistic markers in the posts; possibly an
absence of certain markers which have high significance for
verifying authorship in DF1. This results in document vectors
y by default being closer to each other in the embedding space,
in turn causing a bias toward positive classifications. This bias
can also be observed in the comparatively larger fraction of
positive samples that are verified with confidence and their
slightly lower accuracy in Table III.

The accuracy for the confident verifications (confident ac-
curacy) that is shown in Table III is more promising. The
accuracy is very stable; it is even slightly better between both
Intra-Domain and Domain Shift. This highlights one of the
strengths of the double threshold approach: that it can retain a
high, robust accuracy in more challenging settings, at the cost
of not verifying a subset of the examples.

In the Cross-Domain setting, we observe a noticeable drop
in the soft-threshold accuracy, as well as in the confident accu-
racy on negative examples. However, the confident accuracy
remains consistent for positive examples, which is arguably
more important since we want to avoid false positives, espe-
cially in a system employed by, e.g., law enforcement.

We note that this setting has the opposite problem to that of
the Domain Shift setting. Here, the model is biased towards
negative predictions, judging by the small fraction of confi-
dent, positive classifications, and lower confident accuracy for
negative samples.

This bias towards negative classifications is not entirely
surprising. Assuming that our hypothesis regarding disparate
linguistic marker distribution in different domains holds true,
the expected difference between document vectors will be
larger in this setting, thereby causing more negative pre-
dictions. Here, unlike the Domain Shift setting, the double
threshold approach is unable to compensate for this disparity,
at least for the negative samples. Future research will focus
on methods to make the model more robust to these forms of
domain disparities.

Experiment 2: Impact of Document Length
In Figure 2 the soft-threshold accuracy for varying docu-

ment sizes is shown. Unsurprisingly, we see improvements
in the accuracy in all settings when increasing the document
length. The same thing holds for the confident accuracies
(Figure 3). Similarly, Figure 1 shows that the model gradually
increases the fraction of confident examples as the length of
the documents increases.
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Fig. 1. Percentage of example pairs that are verified with confidence for
varying document lengths.
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Fig. 2. Accuracy for soft-threshold verification for varying document lengths
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Fig. 3. Accuracy for “confident” verification for varying document lengths.

However, we start to see diminishing returns in accuracy
when increasing the amount of text to more than 80-90
sentences per document. The outlier in these results is when
we test our model in the Cross-Domain, which again exhibits
the aforementioned issue with low confident accuracy for
d(·, ·) > τd. More noticeably, however, the accuracy does
not significantly improve when increasing the document sizes.
We find n = 60 to be a suitable lower limit for document
size to ensure good confident predictions, giving ≥ 95% in
all settings. However, for Intra-Domain and Domain Shift,
n = 40 appears sufficient. We also note that all accuracies
in all settings deteriorate rapidly (for e.g., n = 10, n = 20).
This highlights that finding a suitable heuristic lower document
limit is essential for a system to be reliable.

However, we do realize that there are problems with using
these simple heuristics. One is that it is quite inflexible. For
example, there are probably many 20-29 sentence documents
that we could use for author verification, but which we now
choose to discard. A more flexible approach would be to let
the verification model itself determine whether a document is
suitable to use for verification. In feature research, we will
explore such methods, e.g., by utilizing the pre-normalized
attention scores in the encoding network f(·) to see if the
network can detect any exploitable linguistic markers.

Another interesting aspect that we want to investigate in
future research is how the document size used during training
affects final performance. As can be observed in the results
of Experiment 2, we start to seeing diminishing returns in
accuracy when using more than 80 sentences. We hypothesize
that by using a fixed document size during training, we bias
the model’s sentence-to-document encoder, thereby making
it unable to handle documents that differ too much in size
from the training documents. In future research, we want

to investigate how we can train our model to be stable for
all document sizes, e.g., by using varying sizes for training
documents or an ensemble of multiple models trained using
different document sizes.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have applied the deep learning-based
technique known as ADHOMINEM [2] for authorship ver-
ification in Swedish. We have trained a model and tested
the capability of the model to get an understanding of how
well such a model will work in a real scenario. The results
show that ADHOMINEM generally is a good candidate for
automatic authorship verification in realistic scenarios. One
caveat can be raised regarding the performance of the model
on smaller documents; however, this is a problematic situation
for authorship verification techniques in general.

More research needs to be done to determine whether a
document is suitable for automatic authorship verification or
not. Ideally, the author verification system should be able to
determine if a document is suitable for authorship verification
automatically.

For future work, we plan to extend our method of example
selection and profile documents to English language data,
to allow a better comparison with other approaches and
benchmarks. We also aim to find a more stable approach to
verifying profile documents of varying sizes.
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