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Comparison of Spectral Element and Finite
Difference Methods for Electromagnetic Wave

Propagation over a Material Discontinuity





FOI – Swedish Defence Research Agency
Division of Aeronautics, FFA
SE-172 90 STOCKHOLM

FOI-R–0489–SE
October 2002

ISSN 1650-1942

Scientific Report

Division of Aeronautics, FFA
SE-172 90 STOCKHOLM

Martin Sjögren
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Abstract
In this report, Maxwell’s equations are solved for the case of an electromagnetic
wave propagating over a material discontinuity. The numerical calculation of the
solution to the problem is performed with a high-order spectral element method
on an unstructured grid as well as with a high-order finite difference method on a
structured grid. The results and errors of the two computations are compared, and
efficiency, long-time stability and the order of accuracy are analyzed.
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1 Introduction

Technological applications such as stealth design of aircraft, development of high-
speed optical communication systems for computing, and analysis of the radiation
from cellphone antennas all depend on the theories of electromagnetism. The
equations that govern these, and a vast amount of other, physical phenomena are
the Maxwell equations, formulated in the late 1800’s. Since only a small fraction
of the posed electromagnetic problems are analytically solvable, the development
of good numerical approximate solutions of the equations is of significant impor-
tance. There is a variety of different numerical methods that deal with Maxwell’s
equations. Two methods that are used to solve time-dependent problems with high
demands on accuracy are the high-order finite difference time domain method
(FDTD) and the high-order spectral element method. These two methods will in
this report be applied on a simple electromagnetic reflection-refraction problem
and the results of the two will be evaluated and compared. An emphasis will be
put on the efficiency and long-time stability of the methods.

The situation treated in this report, where electromagnetic waves are reflected by
material interfaces, is of uttermost significance when the desired applications are
radar signatures of aircraft and other vehicles. Being able to correctly represent
material coatings in the computations is vital for the radar cross section calcula-
tions in the aim for stealthy moving objects.
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2 Problem Description

2.1 General Formulation of Electromagnetics

The foundations of electromagnetics, upon which all specific applications rest, are
the well-known Maxwell equations

∇ ×E = −∂B
∂t

, (2.1a)

∇ ×H = J +
∂D

∂t
, (2.1b)

∇ ·D = ρ, (2.1c)

∇ ·B = 0. (2.1d)

Here, E [V/m] and H [A/m] are the electric and magnetic field intensities,
D [C/m2] and B [T ] the electric and magnetic flux densities, J [A/m2] the
electric current density, and ρ [C/m3] is the density of electrical charges.

The electromagnetic quantities are in general distributed in some sort of material
other than vacuum. A material can be electromagnetically characterized by its
permittivity ε [F/m] and permeability µ [H/m]. In general, ε and µ are rather
complicated complex tensors, but for a simple medium, i.e. an isotropic, homo-
geneous, time-invariant and linear material, they simplify to real scalar constants.
The absolute permittivity ε and the absolute permeability µ are related to the free-
space values ε0 ≈ 8.854 · 10−12 F/m and µ0 = 4π · 10−7 H/m, by the dimen-
sionless constants called relative permittivity εr and relative permeability µr by
ε = ε0εr and µ = µ0µr. When glancing through tables of material properties, the
relative values, εr and µr, are the ones you are most likely to find.

Combining the permittivity and the permeability of a material one reaches another
common parameter that describes a material, i.e. the intrinsic impedance

η =
√
µ

ε
. (2.2)

The absolute permittivity and permeability relate the electromagnetic intensities
and flux densities by

D = εE, (2.3a)

B = µH. (2.3b)

Another characteristic quantity for a material is its conductivity σ [S/m]. This
parameter relates the current density to the electric field strength in a material,

J = σE. (2.4)

To solve Maxwell’s equations generally, boundary conditions are needed. With a
boundary surface S separating the regions 1 and 2 such as in Figure 2.1, where

9
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Figure 2.1. Schematic picture of
two regions separated by a sur-
face S. The normal n̂ points out
of region 1 into region 2.

1

2

n

S

the normal unit vector n̂ is pointing out from region 1, the following boundary
condition relations evolve:

n̂× (E1 −E2) = 0, (2.5a)

n̂× (H1 −H2) = JS , (2.5b)

n̂ · (D1 −D2) = ρS , (2.5c)

n̂ · (B1 −B2) = 0. (2.5d)

Here, Js [A/m] is the surface current density on the surface S and ρs [C/m2] is
the surface charge density on S.

In perfectly conducting materials the electric charges are totally free, i.e. the con-
ductivity σ is infinite. Had we introduced a set of free electrons in the interior of
the material, an electric field would have been set up, repelling the charges. Be-
cause of the unlimited mobility of the charges, they would continue to move away
from each other until they reach the conductor surface. Hence, a perfect conductor
has no interior charges, and all charges reside on the surface of the material. Since
no charges are located within the material, there can be no current flowing there,
but the charges on the surface may conduct a surface current. So, for a perfect
electric conductor

ρ = 0, J = 0, (2.6)

however, the charge and current densities can instead be expressed on the surface
of the material by ρS and JS .

On the other hand, most real physical materials do not show the property of infi-
nite conductivity. The electric forces from the atomic nuclei in combination with
their electron clouds also interact with the charge carrying electrons. These forces
prevent the mobile electrons from being totally free, and hence the conductivity
becomes finite. This allows the mobile electrons to distribute themselves within
the material, and the charge and current distributions can be described by ρ and
J only. In the case of such a non-perfect conductor, neither surface charges nor
surface currents will exist in the material, i.e.

ρS = 0, JS = 0. (2.7)

2.2 Scaling of Quantities

For reasons of convenience when we are correlating small wavelengths to large
frequencies, it is advantageous to transform all the electromagnetic quantities to

10
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dimensionless quantities. We will choose a characteristic length L, typically the
size of a wavelength, to scale the coordinates, and the speed of light in vacuum,
c0 = 1√

ε0µ0
≈ 3 · 108 m/s, to make time dimensionless

x =
xd

L
, (2.8a)

t =
c0td
L
. (2.8b)

The subscript d indicates the physical quantity in the correct dimensional unit.

Making the material parameters non-dimensional is simple, we just divide them
by the vacuum values, i.e. ε = εd

ε0
= εr and µ = µd

µ0
= µr. This together with the

transformations

E =
Ed

E0
, (2.9a)

H =
√
µ0Hd√
ε0E0

, (2.9b)

J =
√
µ0JdL√
ε0E0

, (2.9c)

whereE0 is a characteristic electric field amplitude, make all the entries in Maxwell’s
equations dimensionless. Equations (2.1a) - (2.5d) remain true as long as we use
the scaling factors described above. These equations should have had all quanti-
ties indexed by the subscript d had we wanted to be stringent, but they have been
left out in order to conserve the usual appearance of Maxwell’s equations.

The relation between the dimensional speed of light cd, the dimensional wave-
length λd and the dimensional frequency fd is cd = fdλd. Wavelength scales as
λ = λd

L since it is a length measure, and frequency scales as f = fdL
c0

since it has

the dimensions of [time]−1. This means that c ≡ fλ = cd
c0

= 1√
εµ , i.e. in practice

we have a scaled dimensionless speed of light c, where 0 < c ≤ 1, and the case
where c is unity is where the light travels in vacuum.

The remainder of this report will contain these dimensionless, scaled electromag-
netic quantities only.

2.3 Problem Specifics

In order to compare two different numerical schemes, and to be able to relate these
to an analytical solution, it is necessary to construct a simple sample problem. It
is possible to include the non-trivial physical processes of reflection and refrac-
tion of an electromagnetic wave in a simple geometry and still keep an analytical
pen-and-paper solution as reference. Hence, we let the physical problem to be
solved in our case be a two-dimensional reflection-refraction situation where a
plane electromagnetic wave encounters a material discontinuity. As aircraft often
are coated by different reflection absorbing materials, this is a significant problem
when thinking in terms of radar signatures.
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In Figure 2.2 our incoming plane wave first propagates in material 1 in the left
half-plane x < 0. The domain x > 0 on the other hand, is made up of material
2, with its own properties. Hence, at x = 0, there is a material discontinuity. The
incident angle of the incoming plane wave to the normal of the material disconti-
nuity is θi.

Figure 2.2. Schematic setup
of the physical problem. The
two materials are connected at
x = 0, and part of the incoming
EM-wave penetrates material 2,
while another part bounces off
the material discontinuity.

Material 1. Material 2.

x = 0

0

0

0o

i

r

x

y

The discontinuity will split the incoming wave into two different wave compo-
nents, one part of the wave will be reflected and the other refracted. The reflected
wave leaves the discontinuity at an angle θr to the normal of the discontinuity
while the refracted wave continues to travel in the forward x-direction at an angle
θo to the surface normal.

In this particular problem we choose to deal with dielectric materials where the
relative permittivities and permeabilities are εr1 = 1, µr1 = 1, εr2 = 4, and
µr2 = 1. Since dielectrica support no free currents, σ1 = σ2 = 0. Utilizing the
scaled dimensionless quantities described in Section 2.2, this means that we will
have a speed of light c1 = 1 in material 1, and a speed of light c2 = 0.5 in the
second material. We choose a dimensionless frequency of 1 and remember that
the frequency of a wave is constant independent of material (see Section 2.4.1),
so that f1 = f2 = 1. This gives a constant angular frequency ω = ω1 = ω2 = 2π.
This choice of frequency leads us to a dimensionless wavelength of λ1 = 1 in
medium 1, and a wavelength of λ2 = 0.5 in medium 2.

To make this problem suitable for computational purposes, we will size the com-
putational domain according to our choice of wavelengths. We restrict ourselves
to the dimensionless region −1 < x < 1, 0 < y < 1, the length scale of which is
one wavelength λ1 in medium 1, and two wavelengths λ2 in medium 2.

We have now described the problem in dimensionless terms. For the remainder
of this report, all quantities used will be dimensionless and based on these dimen-
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sionless premises.

The full set of Maxwell equations, (2.1a)-(2.1d), can be reduced to the first two
equations (2.1a) and (2.1b) in combination with the continuity equation,

∇ · J +
∂ρ

∂t
= 0, (2.10)

by making the physically reasonable assumptions that

B(r, t = −∞) = D(r, t = −∞) = 0, ρ(r, t = −∞) = 0. (2.11)

(2.11) states that space is chargeless and free of fields at the beginning of time,
which is a sensible assumption. At some later time t > −∞, electromagnetic
events may occur and change the values of the field strengths and charge density,
but before this happens, the electromagnetic variables above are zeroed out.

The redundancy of (2.1d) can be seen by taking the divergence of (2.1a),

∇ · (∇ ×E) = −∂
(∇ ·B)
∂t

= 0. (2.12)

The divergence ofB is obviously constant, and since (2.11) indicates thatB(r, t =
−∞) = 0, the result is that

∇ ·B(r, t) = ∇ ·B(r, t = −∞) = 0, (2.13)

which means that (2.1d) follows directly from (2.1a).

Taking the divergence of (2.1b) yields

∇ · (∇ ×H) = ∇ · J +
∂
(∇ ·D)
∂t

= 0. (2.14)

Using the continuity equation (2.10) we know that ∇ · J = −∂ρ
∂t . Substituting

this into (2.14) leads to
∂

∂t

(∇ ·D − ρ
)

= 0. (2.15)

In general we have

∇ ·D(r, t) − ρ(r, t) = ∇ ·D(r, t = −∞) − ρ(r, t = −∞)

+
∫ t

−∞
∂

∂t′
(∇ ·D − ρ

)
dt′.

(2.16)

The physical assumptions in (2.11) together with (2.15) amount to vanishing terms
on the right side of the equal sign, which means that using (2.1b) and (2.10), we
reach ∇ ·D = ρ, and we make (2.1c) redundant.

This shows that the latter two of Maxwell’s equations, i.e. the divergence relations
(2.1c) and (2.1d), can be viewed as consistency relations arising from the curl
relations (2.1a) and (2.1b) and the continuity equation of charge conservation,
(2.10).

Having reduced the vital number of Maxwell equations to two, it is also favorable
to reduce the number of unknown fields to two instead of four. This is where
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the constitutive material relations, equations (2.3a) and (2.3b) come in. When we
deal with simple media, this becomes particularly easy. To get the total picture
of how all the electric and magnetic field variables; E(r, t), H(r, t), D(r, t)
and B(r, t) propagate in space and time, it suffices to look merely at the field
intensities, E(r, t) andH(r, t), in combination with the material parameters.

All that needs to be done for simple media such as ours, is to rewrite the first two
equations, i.e. (2.1a) and (2.1b), and then solve for E(r, t) and H(r, t) in what
becomes

ε
∂E

∂t
= ∇ ×H, (2.17a)

µ
∂H

∂t
= −∇ ×E, (2.17b)

with proper initial and boundary conditions.

In two dimensions, the equations (2.17a) and (2.17b) above decouple into two
independent sets of three scalar equations. These sets are usually referred to as
modes. The transverse electric mode (TE-mode) involves the quantities Ex, Ey

and Hz and is written as

ε
∂Ex

∂t
=
∂Hz

∂y
, (2.18a)

ε
∂Ey

∂t
= −∂Hz

∂x
, (2.18b)

µ
∂Hz

∂t
=
∂Ex

∂y
− ∂Ey

∂x
, (2.18c)

while the transverse magnetic mode (TM-mode) encapsulates the Hx, Hy and
Ez-variables with the equations

µ
∂Hx

∂t
= −∂Ez

∂y
, (2.19a)

µ
∂Hy

∂t
=
∂Ez

∂x
, (2.19b)

ε
∂Ez

∂t
=
∂Hy

∂x
− ∂Hx

∂y
. (2.19c)

These two modes exist simultaneously and independently without mutual interac-
tion. For a general case, we need to solve both of the modes to get the complete
field information. However, it is convenient to choose the coordinate system so
that only one of the modes is of importance. For our particular case, where we
have the propagation of a plane wave, we will let the incoming wave exist only
in the transverse electric variables, E = Exêx + Eyêy and H = Hzêz . Such a
situation where the E-field lies entirely in the plane of propagation is called par-
allel polarization. If we were to use the transverse magnetic mode, we would be
utilizing perpendicular polarization instead.

14
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2.4 Analytical Solution

Since we have defined our problem in two-dimensions and in the transverse elec-
tric mode, we are aiming for the solution of

ε
∂Ex

∂t
=
∂Hz

∂y
, (2.20a)

ε
∂Ey

∂t
= −∂Hz

∂x
, (2.20b)

µ
∂Hz

∂t
=
∂Ex

∂y
− ∂Ey

∂x
. (2.20c)

The entire purpose of this report is to evaluate how well two different numerical
algorithms solve this problem. The problem is nevertheless analytically solvable.
We will compare the numerical solutions to this analytical solution and analyze
the numerical errors that arize through discretization.

In the derivation of the analytical solution, let us not restrict ourselves to two di-
mensions for a while. The full three-dimensional equations of interest for simple,
non-conducting media are equations (2.17a) and (2.17b). Taking the curl of these
equations, and combining them, using some standard vector relations, yields the
wave equations

∇2E − 1
c2
∂2E

∂t2
= 0, (2.21a)

∇2H − 1
c2
∂2H

∂t2
= 0. (2.21b)

Here, c = 1√
µε is the wave’s speed of propagation.

Real time-harmonic solutions to the wave equations are

E(r, t) = Re[E(r)ejωt], (2.22a)

H(r, t) = Re[H(r)ejωt], (2.22b)

where we have used the standard phasor notation, splitting the time-harmonic
fields into factors that deal separately with the variations in space and time.

E(r) = E0e
−jk·r and H(r) = H0e

−jk·r are the complex phasors describing the
spatial part of the fields and ejwt is the factor describing the wavelike nature of the
field as in propagates in time where j is the imaginary unit. ω = 2πf is the wave’s
angular frequency, λ its wavelength, and k = kêk is its wave vector, êk being the
unit vector pointing in the direction of propagation and k = ω

√
µε = 2π

λ the wave
number. The real part of the phasor gives the initial condition of the field. The
wave’s angular frequency ω is material independent, i.e. it will be the same in
both region 1 and 2. The wavelength λ and the wavenumber k are on the other
hand material dependent and will hence vary between the two regions.

If solutions (2.22a) and (2.22b) are substituted into equation (2.17b), then the
relation between the phasors turns out to be

H =
1
η
êk × E, (2.23)

15
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where η =
√

µ
ε is the intrinsic impedance of the medium, see equation (2.2).

(2.23) is of course the familiar perpendicular field property pertaining to plane
electromagnetic waves in lossless materials.

This allows us to define the incoming (index i), reflected (index r) and refracted
(index o) waves that all are solutions to Maxwell’s equations as

Ei = Ei0e
−j(ki·r), (2.24a)

Hi =
1
η i

êki ×Ei0e
−j(ki·r), (2.24b)

Er = Er0e
−j(kr·r), (2.24c)

Hr =
1
η i

êkr ×Er0e
−j(kr·r), (2.24d)

Eo = Eo0e
−j(ko·r), (2.24e)

Ho =
1
η o

êko ×Eo0e
−j(ko·r). (2.24f)

We keep in mind that the actual fields are achieved by utilizing the phasor relations
in equations (2.22a) and (2.22b).

Figure 2.3. Electrical field vec-
tors Ei0, Er0 and Eo0, as well
as the wave vectors ki, kr and
ko shown schematically.

0

0

0o

i

r

x

y

x = 0

E

E Eo0
r0

i0

k

k

k

r

i

o

With our geometry, where we look at the TE-mode in parallel polarization, the
incoming, reflected and refracted amplitudes become Ei0 = Ei0(− sin θiêx +
cos θiêy), Er0 = Er0(− sin θrêx − cos θrêy) and Eo0 = Eo0(− sin θoêx +
cos θoêy). To completely solve the problem we need to determine the reflected
and refracted amplitudes. To do this, we need to dig into the gory details of the
material interface at x = 0.
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2.4.1 Interface Treatment

At x = 0 we have our material discontinuity. There are several boundary con-
ditions, namely (2.5a) - (2.5d), that apply to this interface. Let us first examine
boundary condition (2.5a). Putting in the complex representation of the E-field
using the electric field phasors in (2.24a), (2.24c) and (2.24e) we get

n̂×
(
Ei0e

−j(ki·r−ωit)+Er0e
−j(kr·r−ωrt)−Eo0e

−j(ko·r−ωot)
)∣∣∣∣

x=0

= 0. (2.25)

In order for this to hold at all points and all times on the interface x = 0, the phase
factors of the different waves must be equal on x = 0, i.e.

e−j(ki·r−ωit)


x=0
= e−j(kr·r−ωrt)


x=0

= e−j(ko·r−ωot)


x=0
. (2.26)

These equalities can only be satisfied for all y, z and t when

(ki · r − ωit)


x=0
= (kr · r − ωrt)


x=0

= (ko · r − ωot)


x=0
. (2.27)

At r = 0 this is true for all t only if

ωi = ωr = ωo. (2.28)

With the angular frequencies equal,

(ki · r)


x=0
= (kr · r)


x=0

= (ko · r)


x=0
(2.29)

remains.

Therefore, (2.28) indicates that the frequency of the wave will be independent of
material. With the wave vectors ki = ki(êx cos θi+êy sin θi), kr = kr(êx cos θr+
êy sin θr) and ko = ko(êx cos θo + êy sin θo) equation (2.29) simplifies to

yki sin θi = ykr sin θr = yko sin θo. (2.30)

This holds for all y if

ki sin θi = kr sin θr = ko sin θo. (2.31)

Since the angular frequency as well as the permittivity and permeability are con-
stant in material 1, and the relation between angular frequency ω and wave number
k is k = ω

√
εµ, the consequence must be that ki = kr and hence that the incident

angle is equal to the reflected, i.e.

θi = θr. (2.32)

Equation (2.31) indicates that the incident and refracted angles are related by

ki sin θi = ko sin θo, (2.33)

17
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which is Snell’s famous law of refraction. With these relations, we can express all
the angles in the problem in terms of the angle of incidence.

What remains now is to somehow relate the scalar amplitudes Er0 and Eo0 to the
incoming amplitude Ei0. For this we use the boundary conditions at the interface
x = 0. Equations (2.5a) and (2.5b), where we apply the properties of dielectrica
to set JS = 0, together with the equality of the phase factors at the interface,
yield the reflection and refraction coefficients, Γ� and τ� for parallel polarization

Γ� =
Er0

Ei0
=
η1 cos θi − η2 cos θo

η1 cos θi + η2 cos θo
, (2.34a)

τ� =
Eo0

Ei0
=

2η2 cos θi

η1 cos θi + η2 cos θo
. (2.34b)

Here, η1 and η2 are the intrinsic impedances in material 1 and 2 respectively, see
equation (2.2).

Putting all of this together, we reach the analytical solution

Ei(x, y, t) = Ei0(− sin θiêx + cos θiêy) ·
· cos(ωt− k1(x cos θi + y sin θi)), (2.35a)

H i(x, y, t) =
Ei0êz

η1
cos(ωt− k1(x cos θi + y sin θi)), (2.35b)

Er(x, y, t) = Γ�Ei0(− sin θiêx − cos θiêy) ·
· cos(ωt− k1(−x cos θi + y sin θi)), (2.35c)

Hr(x, y, t) =
Γ�Ei0êz

η1
cos(ωt− k1(−x cos θi + y sin θi)), (2.35d)

Eo(x, y, t) = τ�Ei0(− sin θoêx + cos θoêy) ·
· cos(ωt− k2(x cos θo + y sin θo)), (2.35e)

Ho(x, y, t) =
τ�Ei0êz

η2
cos(ωt− k2(x cos θo + y sin θo)), (2.35f)

with k1 = ω
√
µ1ε1, k2 = ω

√
µ2ε2 and θo = arcsin( ki

ko
sin θi).

As mentioned in Section 2.3 about the problem specifics, the material parameters
in our case are ε1 = 1, µ1 = 1, ε2 = 4, and µ2 = 1. In our computations we
will use the incoming angles θi = π

3 , θi = π
6 and θi = θB , where θB is the

Brewster angle that yields a reflection coefficient Γ� = 0. We will also normalize
the amplitude of the incoming wave to Ei0 = 1.

In the left domain, i.e. in material 1, we have two waves, the incident and the
reflected. To obtain the total field in this region, we just need to add the incident
and reflected fields by means of superposition.

In equations (2.35a) - (2.35f) we have an exact solution that will serve as a guide-
line for the numerical schemes to strive for.
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3 Numerical Methods

To solve problems in electromagnetism, we need a framework that deals with
the Maxwell equations in a general fashion. One has to be able to model different
settings, such as geometries and materials, and this is impossible to do analytically
for all possible cases. Therefore, the focus turns to general numerical methods.
The purpose of this report is to evaluate how well a high-order numerical spectral
method performs in electromagnetic calculations in comparison to a high-order
finite difference method. The simple test case described in the previous section
will provide a setting where we will be able to compare the numerical results to
the true analytical solution, i.e. expressions (2.35a) - (2.35f), yielding a measure
of the error of the methods.

3.1 High-Order Spectral Method

Our objective in this section is to briefly introduce a high-order spectral method
on unstructured grids for time-domain electromagnetics. A more complete de-
scription of the method can be found in [3]. Solving differential equations, an
agile handling of complex geometries comes almost invariably from the use of
unstructured grids. This spectral method does indeed rely on and use the powers
of such an unstructured mesh.

The computational domain, upon which the spectral framework is to be active,
is divided into non-overlapping elements called simplices. In the case of a two-
dimensional domain, these simplices are triangles. With a three-dimensional ge-
ometry in mind, tetrahedrons fill out the domain.

Figure 3.1. Unstructured grid
for spectral element method with
grid spacing ∆x = 0.1 at the
boundaries. At x = 0, the ma-
terial transition occurs.
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Rather than seeking a globally continuous solution of the Maxwell equations, con-
tinuous solutions are sought on the separate simplices, allowing for discontinu-
ities over the element borders. The equations are still satisfied, but in the weaker
Galerkin sense.

On each simplex, a set of interpolation nodes is defined. For the exact placement
of the nodes, we refer to [8]. The purpose of the nodes is to serve as interpolation
points for an elementwise continuous solution. The more nodes we use, the higher
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Figure 3.2. Examples of nodal
sets in triangles when the inter-
polation is carried out to the 10th

order.

order interpolation polynomials we can utilize to get a better numerical approxi-
mation of the solution. The number of nodes per simplex is directly related to the
order of the interpolation polynomial by

Nd
n =

1
d!

d∏
i=1

(n+ i), (3.1)

where d is the geometrical dimension of the computational domain, n the maxi-
mum order of the interpolation polynomial and Nd

n is the corresponding number
of nodes in the simplex.

3.1.1 Computational Scheme

Let us first treat the computational scheme in a general three-dimensional fashion.
The connection to our specific, two-dimensional problem can then be reached by
introducing a set of suitable simplifications.

3.1.1.1 General Description

Our problem gives rise to the reduced Maxwell curl-equations (2.17a) and (2.17b),
i.e.

ε
∂E(r, t)

∂t
= ∇ ×H(r, t), (3.2a)

µ
∂H(r, t)

∂t
= −∇ ×E(r, t), (3.2b)

for E andH . Let us reformulate these equations into

Q(r)
∂q(r, t)
∂t

+ ∇ · F (q(r, t)) = 0 (3.3)

in order to save some space and labor. We have hereby introduced the state vector

q(r, t) =
[
E(r, t)
H(r, t)

]
, (3.4)

and the flux

F i(q(r, t)) =
[ −êi ×H(r, t)
êi ×E(r, t)

]
. (3.5)
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êi are of course the three Cartesian unit vectors for i = x, y, z. In the full three-
dimensional case, q and F (q) are vectors with 6 components. In this case, the co-

efficient matrixQ(r) becomesQ(r) = diag
(
ε(r), ε(r), ε(r), µ(r), µ(r), µ(r)

)
.

Now, the purpose of this entire business is to seek the field solutions q(r, t). As
hinted above, the spectral method approaches this solution by means of interpo-
lation. We assume that the exact solution q(r, t) can be well mimicked by the
numerical approximation qN (r, t) locally on a simplex D in such a way that

q(r, t) ≈ qN (r, t) =
N∑

i=1

qN (ri, t)Li(r), r ∈ D, (3.6)

where Li(r) are the Lagrangian interpolation polynomials on the particular sim-
plex of interest. The Lagrangian polynomials span the space in which the numer-
ical approximation resides. The numerical approximation qN (r, t)

∣∣
D

will be a
continuous function inside D, but when many simplices are connected, the global
numerical solution will show discontinuities over the faces of the simplices.

On a single particular simplex D, there are N interpolation nodes, numbered by
the index i. Each node gives rise to 6 unknown field variables, so that the simplex
will house 6N degrees of freedom. In the same way as q could be approximated
by the Lagrangian interpolation polynomials, so can the fluxF (q) and every other
physical quantity. This leads us to choose a scheme that satisfies equation (3.3) in
the following, weak way ∀i ∈ {1, 2, . . . , N}:∫

D

(
Q
∂qN

∂t
+ ∇ · FN

)
Lidr =

∮
∂D

τLin̂ · [F−
N ]dS(r). (3.7)

In (3.7) we have introduced a penalty term on the right hand side of the equa-
tion. This term deals with the discontinuities that arise from the discrete element
organization and compensates for the flux exiting the simplex D due to these dis-
continuities. Compare this to the discontinuous Galerkin method [9].

Figure 3.3. Two neighboring el-
ements at the interface.

n
l

n̂ 

Let us take a closer look at the penalty term. First, τ is a scalar parameter that
determines the strength of the penalty term. The larger τ is, the stronger the
penalty term is enforced. The value of this parameter will be discussed later. n̂ is
the normal vector to the element border, pointing away from the simplex. [F−

N ] is
the difference in upwind flux at the interface between the present simplex D and
its neighbor cell. The flux FN described earlier can be decomposed into upwind
and downwind fluxes, F−

N and F+
N , by FN = F−

N +F+
N . These fluxes are related

to the characteristics of Maxwell’s equations. The upwind flux F−
N is the part of

the flux that can be written using only the incoming characteristic variables and
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is basically the flux entering the local simplex from the neighbor cell. The flux
splitting will be discussed in detail in appendix C.

If we let the left simplex in Figure 3.3 be designated l for local and the right sim-
plex n for neighbor, then the explicit form of the jump in the normal component
of the upwind flux over the cell boundary used in the penalty term becomes, (see
appendix C)

n̂ · [F−
N ] =


 Z̄−1n̂×

(
Zn[HN ] − n̂× [EN ]

)
Ȳ −1n̂×

(
− Y n[EN ] − n̂× [HN ]

)

 . (3.8)

where the bracketed fields denote the jump in the numerical field values over the
element border, i.e.

[EN ] = En
N −El

N , (3.9a)

[HN ] = Hn
N −H l

N , (3.9b)

with the superscript ’n’ referring to fields calculated in the neighboring simplex
while ’l’ denotes the field values of the present element, see Figure 3.4.

Figure 3.4. Two neighboring el-
ements split apart graphically to
show the notion of the ’l’ and ’n’
superscripts. The values El and
En are calculated for the same
geometrical point r, but El is
computed in element ’l’ whereas
En is computed in element ’n’.

E E
l n

nl

Z is the material impedance and Y the material conductance

Z l,n = ηl,n =
1
Y l,n

=

√
µl,n

εl,n
, (3.10)

and Z̄ and Ȳ are the sums of them over the interface

Z̄ = Z l + Zn, (3.11a)

Ȳ = Y l + Y n. (3.11b)

Returning to the main issue, we have discretized the simplex into N interpolation
nodes. We need to find the values qN (ri, t) for all indices i in order to be able to
interpolate to a continuous solution. Making use of our interpolating assumption,
fN (r, t) =

∑N
i=1 fN (ri, t)Li(r), where fN (r, t) is arbitrary, we can write out

the semi-discrete form of equation (3.7)

N∑
j=1

(Mij
∂qj

N

∂t
+ Sij · F j

N ) =
N∂D∑
l=1

Ωiln̂ · [F−
N ]l, (3.12a)

∀i ∈ {1, 2, . . . , N}

where qj
N = qN (rj , t), F

j
N = FN

(
qN (rj , t)

)
and [F−

N ]l =
[
F−

N

(
qN (rl, t)

)]
and l runs over all the interpolation nodes on the boundary, ∂D, while i and j
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run over all the nodes in the entire simplex D. Here we have introduced the mass
matrix Mij , the stiffness matrix Sij and the face-based mass matrix Ωil as

Mij =
(
Li(r), Q(r)Lj(r)

)
D

(3.13a)

Sij =
(
Li(r),∇Lj(r)

)
D

(3.13b)

Ωil =
(
Li(r), τ(r)Ll(r)

)
∂D

(3.13c)

where we have used the inner product representations

(
f(r), g(r)

)
D

=
∫

D
f(r)g(r)dr, (3.14a)

(
f(r), g(r)

)
∂D

=
∫

∂D
f(r)g(r)dS(r). (3.14b)

Relation (3.12a) is a system ofN equations, each separate equation being a vector
equation with six components in three dimensions. This system can be written in
matrix notation as

M
∂qN

∂t
+ S · FN = Ωn̂ · [F−

N ]. (3.15)

With this in place, a system of ordinary differential equations with respect to time
emerges,

∂qN

∂t
= −M−1S · FN +M−1Ωn̂ · [F−

N ], (3.16)

and a well-known method such as the Runge-Kutta scheme can be used for the
time integration. We only need to initialize the mass and stiffness matrices, which
can be done once and for all. To solve the problem in the entire computational
domain consisting of many simplices, one such system of equations has to be
solved for each element. Apart from the penalty terms were field values from
two elements are needed, the simplices decouple fully, and this makes parallel
computations easily implemented and favorable.

To completely describe the scheme, we need to specify the interpolation polyno-
mials, Li(r). We recall that they were defined as

q(r, t) ≈ qN (r, t) =
N∑

i=1

qN (ri, t)Li(r). (3.17)

It is convenient to first expand qN (r, t) in an orthonormal basis ψi(r). This basis
spans the polynomial space

Pn = span{xaybzc | a, b, c ≥ 0; a+ b+ c ≤ n} = span{ψi(r)}N
i , (3.18)

where n is the maximum polynomial order and N = dim(Pn) is the number of
nodes per simplex given by (3.1). A proper orthonormal basis {ψi}N

i=1 can be
found in [5], [6]. For a standard tetrahedron I,

I = {(ξ, η, ζ) ∈ R
3 | ξ, η, ζ ≥ −1; ξ + η + ζ ≤ 1}, (3.19)

this takes the form of

ψi(ξ) =
ψ̃i(ξ)√
γi
, (3.20)
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where

ψ̃i(ξ) = ψ̃α1α2α3(ξ) = P (0,0)
α1

(r)(
1 − s

2
)α1 ·

· P (2α1+1,0)
α2

(s)(
1 − t

2
)α1+α2 ·

· P (2α1+2α2+1,0)
α3

(t)

(3.21)

and the normalization factor

γi = γα1α2α3 =
2

2α1 + 1
· 22α1+2

2(α1 + α2) + 2
· 22(α1+α2)+3

2(α1 + α2 + α3) + 3
. (3.22)

Here, P (α,β)
n (x) represents the classical Jacobi polynomial of order n, and we

have introduced the substitutions

r = −2(1 + ξ)
η + ζ

− 1, (3.23a)

s = −2(1 + η)
1 − ζ

− 1, (3.23b)

t = ζ. (3.23c)

The index i on ψi reflects some chosen ordering of α1, α2, and α3 so that i ∈
{1, 2, ..., N} and

Pn = span{ψα1α2α3 | α1, α2, α3 ≥ 0; α1 + α2 + α3 ≤ n}. (3.24)

This basis can then be transformed from the coordinate system ξ = (ξ, η, ζ) in
the standard tetrahedron I to the appropriate basis in the coordinates r = (x, y, z)
in tetrahedron D by the transformation ξ = Ψ(r).

The basis ψi(r) allows us to write

qN (r, t) =
N∑

j=1

q̂j(t)ψj(r). (3.25)

Evaluating this at the location ri, inserting it into equation (3.17) and comparing
it to equation (3.25) using orthogonality yields

ψj(r) =
N∑

i=1

ψj(ri)Li(r) ∀j, (3.26)

or in matrix notation
ψ = V TL, (3.27)

where ψi = ψi(r), V T
ij = ψi(rj) and Lj = Lj(r).

By utilizing this defined basis ψi(r), we can now solve for the interpolation poly-
nomials,

L = (V T )−1ψ, (3.28)
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and with these computed, we can precalculate the matrices M , S and Ω for the
scheme in equation (3.16).

Now, Ω is somewhat different from the others since it is a semi-face-based matrix
with N rows and N∂D columns, while M and S both are N × N -matrices. The
elements Ωil = (Li(r), Ll(r))∂D contain the Lagrangian interpolation polyno-
mials on the face, Ll(r). In the case of a two-dimensional face, these follow the
exact same conditions as above, with the exception that the basis functions are
given by

ψ̃l(ξ, η) = ψ̃α1α20(ξ, η,−1). (3.29)

If the face were one-dimensional, then this would in the same fashion lead to the
face-based basis functions

ψ̃l(ξ) = ψ̃α100(ξ,−1,−1). (3.30)

With these matrices initialized, we are all set to get the scheme in equation (3.16)
rolling. We use the 4th order, 5 stage low-storage Runge-Kutta scheme to solve
the differential equation for the unknowns qN . The unknowns are in fact the
electric and magnetic fields at the discrete interpolation nodes rj ,

qj
N = qN (rj , t) =

[
E(rj , t)
H(rj , t)

]
. (3.31)

If we have the desire to construct a continuous solution for E(r, t) or H(r, t),
then we just have to utilize the prescribed Lagrangian interpolation approximation

q(r, t) ≈ qN (r, t) =
N∑

i=1

qN (ri, t)Li(r) (3.32)

with our calculated point values qN (ri, t).

3.1.1.2 Problem Specific Scheme

Since we are dealing with a simple two-dimensional model-problem, we can eas-
ily introduce a number of simplifications to the general scheme above. First of all,
instead of the full three-dimensional problem in equations (3.2a) and (3.2b), we
can look at the reduced transverse electric mode equations (2.18a), (2.18b) and
(2.18c). This brings down the size of all vectors and matrices from 6 to 3. The
interpolation polynomials in each simplex will be two-dimensional, whereas the
face polynomials will have only one spatial dimension. The total number of inter-
polation nodes residing in each triangular element will be N = 1

2(n+ 1)(n+ 2),
and N∂D = (n + 1) nodes will be spread out on each face of the triangle. In
addition, by using merely straight-sided triangles, the transformations from the
standard triangle become simple as the coordinate transformation Jacobian turns
constant. A case with these simplifications has been implemented in a MATLAB-
code, and the results will be discussed in chapter 4.
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3.2 High Order Finite Difference Method

The name of the game for finite difference methods is to approximate spatial
derivatives by finite differences. Performing a finite difference calculation, one
needs to discretize the computational domain into nodes. The values of the solu-
tion at the different nodal points will be used in order to calculate the differences
that approximate the actual derivatives in the differential equation at hand. In or-
der to do this effectively, it is convenient to use structured grids that make it easy
to build the differences in a general fashion for all points in the domain.

Figure 3.5. Structured grid with
spacing ∆x = ∆y = 0.025.
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A finite difference method is fairly straightforward to implement into a computer
code, at least for a simple geometry. However, for complex bodies and different
materials, sophisticated mapping procedures are required. The metric coefficients
of these mappings might introduce instabilities, see [10].

For a structured, Cartesian, equidistant grid such as the one given above, the
straightforward way to approximate a spatial derivative of second order of ac-
curacy is

∂E(xi, yj)
∂x

≈ 1
2∆x

(
E(xi+1, yj) − E(xi−1, yj)

)
. (3.33)

This estimate will be used in our finite difference code, but in an attempt to in-
crease accuracy, we will also go to higher-order methods. We will concentrate on
orders 4 and 6 in this work. The fourth-order centered differentiation approxima-
tion will be

∂E(xi, yj)
∂x

≈ 1
∆x

(−1
12
E(xi+2, yj) +

2
3
E(xi+1, yj)

− 2
3
E(xi−1, yj) +

1
12
E(xi−2, yj)

)
,

(3.34)

and we will use

∂E(xi, yj)
∂x

≈ 1
∆x

( 1
60
E(xi+3, yj) − 3

20
E(xi+2, yj)

+
3
4
E(xi+1, yj) − 3

4
E(xi−1, yj)

+
3
20
E(xi−2, yj) − 1

60
E(xi−3, yj)

) (3.35)

as our centered sixth-order approximation.
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3.2.1 Computational Scheme

For a detailed discussion of the computational scheme of the finite difference
method, we refer to [4]. Here, we just briefly summarize the topic.

We start by looking at the equations that we want to solve for our particular prob-
lem set-up. Maxwell’s equations in the transverse electric mode are given in equa-
tions (2.18a), (2.18b) and (2.18c). Writing these in matrix form yields

Sũt +Aũx +Bũy = 0, (3.36)

with

S =


 µ 0 0

0 ε 0
0 0 ε


 , ũ(r) =


 Hz(r)
Ex(r)
Ey(r)


 , A =


 0 0 1

0 0 0
1 0 0


 , (3.37)

and

B =


 0 −1 0

−1 0 0
0 0 0


 . (3.38)

Figure 3.6. Discretization of a
computational region for the fi-
nite difference scheme.
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We first discretize the computational, two-dimensional region into node points
(xi, yj), i ∈ 0, 1, . . . , N , j ∈ 0, 1, . . . ,M as shown in Figure 3.6. We construct a
vector u where the entries themselves are vectors ui(t) with the vector values at
the nodes being ũi,j(t),

u =



u0(t)
u1(t)

...
uN (t)


 , ui(t) =



ũi,0(t)
ũi,1(t)

...
ũi,M (t)


 , ũi,j(t) =


 Hz(xi, yj)
Ex(xi, yj)
Ey(xi, yj)


 .
(3.39)
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The vector ui(t) stores all the field values from a column of grid points, i.e. it
only looks at nodes placed on a specific x-value. In a similar fashion, we can
define a vector

vj(t) =



ũ0,j(t)
ũ1,j(t)

...
ũN,j(t)


 (3.40)

that only handles the field values from a row of grid points, i.e. the nodes situated
at a single y-coordinate.

Using the finite difference approximations of the derivatives according to expres-
sions (3.33), (3.34) and (3.35) above, we can construct a differential operator Dx

that acts on the vector uj(t), and in the same way an operator Dy that differen-
tiates with respect to y and that acts on the vector vj(t) described above. These
operators are constructed as Summation By Parts operators, which means that
D = P−1Q, where the matrix P is symmetric, positive definite and bounded,
i.e. ∆xpI ≤ P ≤ ∆xqI where p > 0 and q are bounded independent of the
size of the grid, i.e. independent of N and M. The matrix Q is to be almost skew-
symmetric, i.e. QT +Q = diag(−1, 0, 0, ..., 0, 0, 1).

With these operators in place, we would like to be able to write the system of
differential equations in (3.36) acting on u in its entirety. This is accomplished
through Kronecker multiplication by large identity matrices, and the result be-
comes

(IMN ⊗ S)ut + (Dx ⊗ IM ⊗A)u+ (IN ⊗Dy ⊗B)u = 0, (3.41)

where we have introduced the identity matrices IM , IN and IMN with sizes (M+
1)×(M+1), (N+1)×(N+1) and (M+1)(N+1)×(M+1)(N+1) respectively,
as well as the Kronecker product of matrices, ⊗, see appendix A. Through this
composition, the differential operator Dx only acts on the x-components of u
while Dy operates merely on u’s y-components.

A way of imposing the boundary conditions is through the so-called Simultaneous
Approximation Term (SAT) procedure, [7]. This is a penalty procedure entirely
similar to the one used in the spectral method in Section 3.1. In the same fashion
as we did there, we would like to base the boundary treatment on the notion of
characteristic variables and upwind fluxes, see appendices B and C. We set the
ingoing characteristic variables as the boundary data, and we will compare the ac-
tual solution at the boundaries to these given data. If the numerical solution differs
from the boundary data, the scheme will be penalized. The SAT procedure affects
the numerical scheme by replacing the zero on the right hand side of equation
(3.41) by a term from each boundary, yielding

(IMN ⊗ S)ut + (Dx ⊗ IM ⊗A)u+ (IN ⊗Dy ⊗B)u =
∑

b

BCb. (3.42)

For a rectangular geometry such as ours, we will have 4 boundary terms. If we
utilize a geographical orientation where we call the borders east, north, west and
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south, we will get the following boundary terms:

BCeast = (P−1
x ENN ⊗ IM ⊗ Σeast)

·
(
(IN ⊗ IM ⊗Keast)u− eNN ⊗ geast

)
, (3.43a)

BCwest = (P−1
x E0N ⊗ IM ⊗ Σwest)

·
(
(IN ⊗ IM ⊗Kwest)u− e0N ⊗ gwest

)
, (3.43b)

BCsouth = (IN ⊗ P−1
y E0M ⊗ Σsouth)

·
(
(IN ⊗ IM ⊗Ksouth)u− gsouth ⊗ e0M

)
, (3.43c)

BCnorth = (IN ⊗ P−1
y EMM ⊗ Σnorth)

·
(
(IN ⊗ IM ⊗Knorth)u− gnorth ⊗ eMM

)
. (3.43d)

Here, P−1
x comes from the Summation By Parts operatorDx = P−1

x Qx, and P−1
y

likewise from Dy = P−1
y Qy. The matrices and vectors that make sure that the

operators apply on the right things are E0k, Ekk, e0k and ekk. Ik is an identity
matrix of size (k+1)×(k+1), E0k andEkk are matrices of size (k+1)×(k+1)
where

E0k =




1 0 · · · 0
0 0 · · · 0
...

...
. . .

0 0 0


 , Ekk =




0 0 · · · 0
0 0 · · · 0
...

...
. . .

0 0 1


 , (3.44)

and e0k and ekk are vectors of length k + 1 defined as

e0k =




1
0
...
0


 , ekk =




0
0
...
1


 . (3.45)

The framework for the boundary terms in (3.43) is based on the notion of charac-
teristic boundary conditions. Analysis shows (see Appendix B) that the character-
istic variables at the eastern boundary become

ceast
1 (r) = aeast

1

1
2

(
η(r)Hz(r) + Ey(r)

)
, (3.46a)

ceast
2 (r) = aeast

2 Ex(r), (3.46b)

ceast
3 (r) = aeast

3

1
2

(
− η(r)Hz(r) + Ey(r)

)
, (3.46c)

where aeast
1 , aeast

2 and aeast
3 are arbitrary constants. Variable ceast

1 corresponds to
the positive eigenvalue λ1 = λ+ = c of equation (B.9) and this is the characteris-
tic variable that remains constant on characteristic curves moving in the positive
x-direction, i.e. out of the computational domain. ceast

3 on the other hand corre-
sponds to the negative eigenvalue λ3 = λ− = −c, and this is the variable that is
connected to the ingoing characteristic curve, i.e. the one that we will make use
of in the boundary condition on the eastern border, x = 1.
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In the same way but at the other three outer boundaries, the characteristic variables
are

cwest
1 (r) = awest

3

1
2

(
− η(r)Hz(r) + Ey(r)

)
, (3.47a)

cwest
2 (r) = awest

2 Ex(r), (3.47b)

cwest
3 (r) = awest

1

1
2

(
η(r)Hz(r) + Ey(r)

)
, (3.47c)

cnorth
1 (r) = anorth

1

1
2

(
− η(r)Hz(r) + Ex(r)

)
, (3.48a)

cnorth
2 (r) = anorth

2 Ey(r), (3.48b)

cnorth
3 (r) = anorth

3

1
2

(
η(r)Hz(r) + Ex(r)

)
(3.48c)

csouth
1 (r) = asouth

3

1
2

(
η(r)Hz(r) + Ex(r)

)
, (3.49a)

csouth
2 (r) = asouth

2 Ey(r), (3.49b)

csouth
3 (r) = asouth

1

1
2

(
− η(r)Hz(r) + Ex(r)

)
, (3.49c)

where a1, a2 and a3 are arbitrary constants. Again, variable c1 corresponds to the
positive eigenvalue λ1 = λ+ = c of equation (B.9) and c3 belongs to λ3 = λ− =
−c. Because of the general coordinate system in (B.9) where êξ is the outward
pointing normal, this means that c3 will be the ingoing characteristic variable at
any boundary. We choose ai = 1 and denote the transformation from the field
variables to characteristic variables K. This gives

c(x, y) =


 c1(x, y)
c2(x, y)
c3(x, y)


 = K


 Hz(x, y)
Ex(x, y)
Ey(x, y)


 = Ku(x, y) (3.50)

where in particular the transformation matrices at the boundaries become

Keast =


 1

2η 0 1
2

0 1 0
−1

2η 0 1
2


 , Kwest =


 −1

2η 0 1
2

0 1 0
1
2η 0 1

2


 , (3.51a)

Ksouth =


 1

2η
1
2 0

0 0 1
−1

2η
1
2 0


 , Knorth =


 −1

2η
1
2 0

0 0 1
1
2η

1
2 0


 . (3.51b)

Now, in (3.43), g are the vectors containing the boundary data. With the explana-
tion of characteristic variables above,

g̃i,j(t) =


 c1(xi, yj)
c2(xi, yj)
c3(xi, yj)


 (3.52)
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as the boundary data at grid point (xi, yj), our g’s become

gnorth =



g̃0,M (t)
g̃1,M (t)

...
g̃N,M (t)


 , gsouth =



g̃0,0(t)
g̃1,0(t)

...
g̃N,0(t)


 , (3.53)

geast =



g̃N,0(t)
g̃N,1(t)

...
g̃N,M (t)


 , gwest =



g̃0,0(t)
g̃0,1(t)

...
g̃0,M (t)


 . (3.54)

Finally to be explained in (3.43), the matrices Σ are 3 × 3 penalty matrices that
should pick out the proper characteristic variable at each of the boundaries. Also,
the choices of Σ determine the stability of the scheme, more on this topic in Sec-
tion 4.6. Our choices of Σ are

Σnorth =


 0 0 −1

2
0 0 − 1

2η

0 0 0


 , Σsouth =


 0 0 1

2
0 0 − 1

2η

0 0 0


 , (3.55)

Σeast =


 0 0 1

2
0 0 0
0 0 − 1

2η


 , Σwest =


 0 0 −1

2
0 0 0
0 0 − 1

2η


 . (3.56)

Now that we have the framework for the boundary terms, all we have to do is to
solve for ut in equation (3.42), and let a standard Runge-Kutta method take care
of the time-stepping required to yield EM-field values at different times t.

3.2.1.1 Problem Specific Scheme

In the previous section, we outlined a scheme that dealt with the case of a one-
material domain. Our main interest is to look at the material discontinuity between
our two materials. To do that we must connect two such single material regions.
This requires a bigger grid matrix, and a set of interface conditions between the
regions. These interface conditions can be handled much like ordinary boundary
conditions, only with a slightly different penalty matrix. For specific choices of
interface conditions and penalty matrices pertaining to these we refer to Section
4.6 where stability will be considered, and penalty matrices chosen.
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4 Numerical Results

The methods outlined in chapter 3 have been implemented into computer codes.
The program for the spectral element method was written in MATLAB, and the
finite difference method implemented in FORTRAN. With these codes, a few sim-
ple tests were carried out to test the performance of the methods. Although the
problem set-up was identical for the two cases, and the numerical schemes both
utilize characteristic boundary conditions, the codes were implemented in differ-
ent computer languages, and consequently the comparisons must be taken with a
pinch of salt. They might however be able to show some general tendencies.

4.1 Total Field Solutions

What one ultimately seeks, are the electric and magnetic fields in space and time.
Here, we first take a look at the electric field E(r, t).

Figure 4.1. Spectral method
10th order solution for the to-
tal E-field at t = 1. A wave
with amplitude 1 is incident from
the left at an angle θi = π/3

to the discontinuity normal. The
graphs show the Ex and Ey

components respectively.

In the plots in Figure 4.1 we see the x and y-components of the electric field solu-
tion with the spectral method scheme at time t = 1. A polynomial order of 10 has
been used in the interpolation, and the wave is incident at the angle θi = π

3 . The
base mesh has triangles of edge size 0.1, glance at Figure 3.1 for this grid. We
notice that Ey is continuous over the material interface, as predicted by the inter-
face conditions in Maxwell’s equations (2.5a), while Ex shows a discontinuity at
x = 0 due to the different material constants.

Figure 4.2. Finite difference
method 6th order solution for the
total E-field at t = 1. A wave
with amplitude 1 is incident from
the left at an angle θi = π/3

to the discontinuity normal. The
graphs show the Ex and Ey

components respectively.

The results of the finite difference calculations can be viewed in Figure 4.2. These
calculations were performed with a 6th order scheme, on a ∆x = ∆y = 0.01
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structured rectangular grid. Both the Ex and the Ey components of the electric
field show the same properties as previously discussed for the spectral method
calculation.

Figure 4.3. Spectral method
10th order solution for the re-
flected Ey-field travelling to the
left at t = 1. a.) The incom-
ing wave with amplitude 1 is in-
cident from the left at an angle
θi = π/3 to the discontinuity
normal. b.) The wave is incident
at the so-called Brewster angle,
θi = θB .

A characteristic physical property of our setup is that a wave entering the second
material refracts and changes direction as well as amplitude. This can clearly
be seen in the solutions in Figures 4.1 and 4.2. The material discontinuity also
produces a reflected wave, which is of variable magnitude depending on the angle
of incidence θi. Figure 4.3 shows the scattered fields, i.e. the part of E that
travels to the left, calculated by means of the spectral method. For θi = π/3 there
is a significant reflection, but for the Brewster angle, there is a vanishingly small
reflection, which is clearly indicated by the scale factor of 10−11 on the vertical
axis in Figure 4.3.b. This is as it should be since the Brewster angle is defined as
the angle that produces a reflection coefficient Γ� = 0, see relation (2.34a).

Figure 4.4. Finite difference
method 6th order solution for
the reflected Ey-field travelling
to the left at t = 1. a.) The
incoming wave with amplitude 1
is incident from the left at an an-
gle θi = π/3 to the discontinuity
normal. b.) The wave is incident
at the so-called Brewster angle,
θi = θB .

Finally, by looking merely at the scattered fields for the finite difference method
in Figure 4.4, we can see that the code accurately reproduces a reflection of the
wave at the material discontinuity. The case where the incident angle is the Brew-
ster angle, is also handled well. The scale factor on the vertical axis in Figure
4.4.b is 10−7 which indicates that there is essentially no reflection. The Brewster-
reflections in 4.3.b and 4.4.b have different structures and are of different size.
Worth mentioning in this context is that the spectral scheme and the finite differ-
ence schemes are of different order, and also of different grid size. Nevertheless,
the schemes do have in common that the Brewster-reflections are very small.
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4.2 Errors

There are numerous different types of errors to look at, but the perhaps most fre-
quently used measure is the L2-norm. If the displacement between the analytical
solution EA and the numerical solution EN is e = EA −EN , then the L2-norm
of this error is

‖e‖L2 =

√∑N
i=1 e

2
i

N
. (4.1)

Here, the summation runs over all the N discrete points ri where we have an
approximation to the electric field solution available. In this way, the L2-error be-
comes a mean value estimate of the local errors in each point of the computational
domain. The L2-norm will be used for all error estimates in this report.

4.3 Order Verification

Figure 4.5. Spectral methods
of the 2nd, 6th and 10th order
schemes at t = 1 for θi = π/3.
The E-error in the numerical so-
lution is plotted versus a charac-
teristic sidelength ∆x of a grid
triangle. The dotted lines are the
theoretical slopes.
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Figure 4.5 shows the error reduction of the spectral method for polynomial orders
2, 6 and 10. With decreasing grid size, the errors of the numerical solution shrink
accordingly. The discrepancy from the theoretical slopes of nth order methods
in general, i.e. the dotted curves that show ‖e‖L2 = O(∆x)n, is small, which
indicates that the schemes are performing as they should.

One reason why the numerical results do not show completely straight lines is
most likely because the calculations are performed on unstructured grids where it
is difficult to get a good estimate of a “characteristic triangle length” ∆x. Here,
∆x is chosen as the edge length of all the mesh triangles at the outer boundary.
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Figure 4.6. Finite difference
methods of the 2nd, 4th and
6th order schemes at t = 1 for
θi = π/3. The E-error in the
numerical solution is plotted ver-
sus the grid point spacing ∆x.
The dotted lines are the theoret-
ical slopes.
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The finite difference scheme also performs properly as we change the grid spac-
ing, which can be seen in Figure 4.6. As the grid spacing ∆x decreases, the
E-errors decrease as predicted by the theory, whose results are depicted by the
dotted lines.

4.4 Memory Consumption

A vital point a large scale calculation is the one concerning the memory require-
ments. To store the electric and magnetic field values in each discretization point
requires an amount of computer memory proportional to the number of discretiza-
tion points. The memory of our particular computer limits the discretization den-
sity of the problem at hand, and therefore it is interesting to analyze how the error
of the calculation varies with degree of freedom, i.e. the number of discretization
points.

In Figure 4.7 the E-errors of the spectral calculations are graphed related to the
degrees of freedom. Naturally, increasing the number of discretization points
shrinks the error, but more importantly, by increasing the order of the calcula-
tion it is possible to reach a smaller error with fewer degrees of freedom. This
means that by using a higher order method it is possible to use less computer
memory and still reach the same error level as with a lower order method.

The same type of results, i.e. how the error varies with the number of grid points,
are drawn in Figure 4.8 for the finite difference calculations.

Figure 4.9 shows a comparison of the spectral method and the finite difference
method in terms of degrees of freedom. Spectral method results are the dotted
lines whereas the finite difference results are drawn in solid lines. Ideally, one
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Figure 4.7. Spectral methods
of the 2nd, 6th and 10th order
schemes at t = 1 for θi = π/3.
The E-error in the numerical so-
lution is plotted versus the de-
grees of freedom.
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seeks small errors and few degrees of freedom. A spectral method and a finite
difference method of the same order show similar growths in error as the number
of discretization points is decreased. There is however a small but noticeable
difference for the lowest order methods. Here, a given error value can be reached
with slightly fewer degrees of freedom with the spectral method.

A major difference between the methods is that the finite difference method can
raise the order of accuracy and keep the degrees of freedom constant. The dis-
advantage of the spectral method is that the number of discretization points auto-
matically increases as the order grows.

4.5 Efficiency

An efficient calculation would compute an accurate solution quickly. One would
therefore be interested in the elapsed total computational time needed to reach
a certain accuracy level. We would like to compare the efficiencies of our two
different schemes, and since we in both cases use the same Runge-Kutta scheme
to do the time integration, it suffices to look at the time needed to perform a single
time step. However, the computer programs used in the calculations were written
in FORTRAN for the finite difference method and in MATLAB for the spectral
method. They were also coded by different people, making it unfair to just clock
the calculations and compare the results straight off. Another approach would be
to estimate the number of floating point operations needed for the two methods.
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Figure 4.8. Finite difference
methods of the 2nd, 4th and 6th

order schemes at t = 1 for θi =

π/3. The E-error in the numeri-
cal solution is plotted versus the
degrees of freedom.
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4.5.1 Finite Difference Operations Count

Let us first try to count the number of floating point operations needed to advance
one time step in the leanest, most efficient form of a possible finite difference com-
putational code. Such a code is somewhat of a utopia because there are usually
extra organizatory functions needed. In addition, the more efficient a code is writ-
ten, the more fancy tricks it uses, and hence the program becomes less clear and
lucid. In order not to leave an incomprehensible code contribution to posterity,
a slightly simpler but also slightly less efficient program might be the preferable
choice. However, in order to make a simple comparison for our purposes, these
theoretical high efficiency limits will do.

For both the finite difference and the spectral method, we are solving the trans-
verse electric mode equations (2.18a), (2.18b) and (2.18c).

In the case of an arbitrary even n-th order finite difference scheme, a single partial
derivative is written ∂K(ri)

∂xj
=
∑n

l=1 alK(rl), where xj ∈ {x, y, z} and K is

anything differentiable at the discrete point ri, e.g. Ex(ri), Ey(ri) or Hz(ri).
Such a differentiation is in general going to include n − 1 addition operations
as well as n multiplications. Take a quick peek at equations (3.33), (3.34) and
(3.35) to verify this. So, one differentiation corresponds to 2n − 1 floating point
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Figure 4.9. Spectral methods of
the 2nd, 4th, 6th and 8th order
schemes and finite difference re-
sults of orders 2, 4 and 6 at t = 1

for θi = π/3. The E-error in the
numerical solution is plotted ver-
sus the degrees of freedom. The
dotted lines are from the calcu-
lations with the spectral method
and the solid lines are from the
finite difference computations.
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operations. If we reformulate equations (2.18a), (2.18b) and (2.18c) as

∂Ex

∂t
=

1
ε

∂Hz

∂y
(4.2a)

∂Ey

∂t
=

−1
ε

∂Hz

∂x
(4.2b)

∂Hz

∂t
=

1
µ

(
∂Ex

∂y
− ∂Ey

∂x

)
, (4.2c)

we need 2n−1 operations for the derivative in (4.2a), and one operation to include
the multiplicative factor 1

ε . In the same way, we need 2n operations to evaluate
the right hand side of (4.2b). Because (4.2c) has two derivatives and an extra
subtraction, it takes 4n operations to calculate ∂Hz

∂t . When we add all this up,
we get 8n floating point operations per discretization point and time iteration.
With a total of NFD

pts discretization points in the entire computational domain, the
calculation requires

2DNFD
flops = 8nNFD

pts (4.3)

floating point operations, i.e. the work effort is linear in the order n and in the
number of grid points. This estimate disregards all influences of boundary condi-
tions, but unless the domain is dominated by the boundary, which is not the case
for our “bulky” rectangle, the boundary flops will only provide a minor contribu-
tion to the total number of operations.

As a generalization of the two-dimensional result (4.3) to three dimensions we
need to remember that the transverse electric and magnetic mode simplifications
do not hold in a general three-dimensional geometry. Instead, we have to solve
the six scalar equations included in (2.17a) and (2.17b). Adding up the floating
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point operations in the same way as above yields

3DNFD
flops = 24nNFD

pts . (4.4)

Figure 4.10. The number
of floating point operations per
time step for the ideal numerical
finite difference method is plot-
ted versus the E-error for differ-
ent orders n at t = 1 for θi =

π/3.
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Figure 4.10 shows the variation of the number of floating point operations needed
for one time iteration with the finite difference scheme in our specific two-dimensional
case. Varying the grid size of the mesh has produced the results. If we disre-
gard the rightmost points, i.e. where the grid is so coarsely spaced that error
becomes greater than 10%, we see that a specific error level is reached with sig-
nificantly fewer floating point operations when we utilize methods with a higher
order. When the order of the scheme is increased, the need for densely spaced
grid points decreases, and hence the performance of the code is improved.

4.5.2 Spectral Method Operations Count

Counting the number of operations for an ideal finite difference scheme was easy.
For the spectral method outlined in this report, it is slightly more complicated.
Instead of merely looking at a specific discretization point, we have to deal with all
the interpolation points within a simplex, which in our two-dimensional material
discontinuity case becomes a triangle.

The general spectral scheme in equation (3.16) can be simplified to the following
two-dimensional transverse electric mode scheme for straight-sided triangles with
constant material parameters:
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∂Ex

∂t
=

1
ε

(
∂Hz

∂y
+

|∇u|
Z̄

(
Znny[Hz] − nx

(
n̂ · [E]

)− [Ex]
)

∂D

)
, (4.5a)

∂Ey

∂t
=

−1
ε

(
∂Hz

∂x
− |∇u|

Z̄

(
Znnx[Hz] − ny

(
n̂ · [E]

)− [Ey]
)

∂D

)
, (4.5b)

∂Hz

∂t
=

1
µ

(
∂Ex

∂y
− ∂Ey

∂x
+

|∇u|
Ȳ

(
Y nnx[Ey] − Y nny[Ex] − [Hz]

)
∂D

)
.

(4.5c)

This spectral scheme consists of two contributions in each triangle, the fluxes
over the triangle edges and the interpolation approximations to the differentiation
operator in the entire triangle. In the flux-facial terms, u is the parametrical de-
scription of the triangle face, n̂ is the outward pointing normal to the face u, and

Z l,n = 1
Y l,n =

√
µl,n

εl,n , Z̄ = Z l + Zn, Ȳ = Y l + Y n where ’n’ indicates the
neighbor triangle while ’l’ refers to the local triangle. In addition, we remember
that [E] = En −El.

All but the factors including field variables can be precomputed, and they need not
be re-evaluated each time step. Hence, all that needs to be done is to summarize
the precalculated parameters in one constant for each term that will be multiplied
by either the field bracket or the derivative.

The ’∂D-terms’ only include bracketed field terms, which means that the dis-
cretization points on the triangle faces only interact with a single neighbor point.
The approximation of the spatial partial derivative, on the other hand, is in gen-
eral dependent on all the field values in triangle D. This means that the differ-
entiation will be implemented in terms of a matrix, multiplied by a vector of the
field values at all interpolation points. There are two such differentiation matrices
Dξ

ij = ∂Lj(ξi)
∂ξ and Dη

ij = ∂Lj(ξi)
∂η , and they are defined on a standard element

I , so that the matrices operate with respect to the coordinate system ξ local to
I . Because of this, a coordinate transformation has to be done to get back to the
Cartesian coordinates.

The partial derivative ∂Hz(ri)
∂y can be approximated by

∑
j

(
∂ξ
∂yD

ξ
ij+

∂η
∂yD

η
ij

)
Hz(rj).

To get all the derivatives in all points rj , this becomes our matrix multiplication(
∂ξ
∂yD

ξ + ∂η
∂yD

η
)
Hz . If we utilize an nth order scheme, our triangle will have

n + 1 interpolation points on each face and N = 1
2(n + 1)(n + 2) points total

in the triangle. The differentiation matrix
(

∂ξ
∂yD

ξ + ∂η
∂yD

η
)

can be precomputed

and it will be of size N × N operating on a vector consisting of N points. This
gives N(2N − 1) floating point operations per matrix multiplication. We need 4
such matrix operations since we have 4 physical spatial derivatives. Hence, in a
total of 4N(2N − 1) operations, we have estimates of the derivatives in all points
of the triangle.

In the flux terms, the brackets [Ex], [Ey], and [Hz] are facial differences that
have to be evaluated in 3(n + 1) points each, thus requiring 9(n + 1) operations
altogether in one element. The dot product n̂ · [E] can be calculated in all face
points using 9(n+1) flops. With these calculated we can multiply out and add the
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factors of the flux terms. In each of (4.5a), (4.5b) and (4.5c) a number of 15(n+1)
operations is necessary to do these multiplications and additions, i.e. 45(n + 1)
in total. Since each face is shared by two elements, we can save some work by
re-using the scalar product n̂ · [E] in the neighbor elements, where it will be the
same. This means that we can reduce the effort to compute the three flux terms
from 63(n+ 1) to 58.5(n+ 1) on average.

Adding the flux terms to the differentiated fields and multiplying by the material
constants costs N + 3(n + 1) operations for equations (4.5a) and (4.5b) respec-
tively, and 2N + 3(n+ 1) operations for equation (4.5c).

Summing up all the floating point operations required for one time iteration in the
spectral scheme in the entire computational domain, we get

2DNS
flops =

(
4N(2N − 1) + 58.5(n+ 1) + 4N + 9(n+ 1)

)
NS

el

=
(
2(n+ 1)2(n+ 2)2 + 67.5(n+ 1)

)
NS

el,
(4.6)

where N is the number of nodes per triangle, n the order of the interpolation
polynomial and NS

el is the total number of triangles in the whole region.

By the same kind of counting, this can also be generalized to three dimensions
where the work effort will be

3DNS
flops =

(
2
3
(n+ 1)2(n+ 2)2(n+ 3)2 − 2

3
(n+ 1)(n+ 2)(n+ 3)

+ 100(n+ 1)(n+ 2)

)
NS

el,

(4.7)

n being the order of the method and NS
el the number of tetrahedra filling out the

domain.

If we vary the interpolation order n as we calculate the number of floating point
operations, and at the same time relate this to the error in the calculation, we get
an estimate of efficiency, represented in Figure 4.11. The graph shows that we
can retain a certain error level by increasing the interpolation order and conse-
quently get a slightly faster computation. The efficiency improvement reached by
increasing the order n of the method, and at the same time reducing the number of
elements NS

el in the grid, grows larger as the requirements on the errors sharpen.

It is worth mentioning that in this theoretical estimate of the floating point opera-
tions for the spectral method, we have represented the differential operators with
general, full matrices Dξ

ij and Dη
ij . In the actual computer calculation, it turns out

that many of the entries in these matrices actually are 0. By using an optimized
matrix multiplication package in the computer code, sparser matrices will not re-
quire the same amount of computational power as full ones, and therefore the total
number of floating point operations can be reduced in reality. This means that the
results in (4.6) and (4.7) probably are underestimates of the actual efficiencies.
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Figure 4.11. The number
of floating point operations per
time step for the ideal numerical
spectral method is plotted ver-
sus the E-error for different or-
ders n at t = 1 for θi = π/3.
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4.5.3 Comparing the Methods

By putting the previously shown efficiency graphs for the spectral and finite dif-
ference methods on top of each other, we can make a fair comparison.

Figure 4.12 shows what one might have expected, i.e. that the finite difference
scheme is more efficient than the spectral scheme. The largest difference between
the finite difference curves and the spectral curves is about a factor of 6, and this
occurs at the error level 10−3. As the orders of the methods increase, the slopes of
the curves tend to increase, and by a careful investigation, the slopes of the finite
difference method appear to be slightly smaller than the slopes of the spectral
method of equal order of accuracy. If we extrapolate the curves toward errors
approaching zero, this means that the spectral methods will eventually outperform
the finite difference schemes. This is only a theoretical scenario however; such
low error levels are never used in practice.

When choosing a scheme for this simple two-dimensional problem, a high-order
finite difference scheme would definitely be the one. However, the present prob-
lem is more or less tailored for the finite difference scheme. A more complicated
geometry would definitely favor the spectral scheme, mainly because of the rel-
ative ease of constructing an unstructured grid. Besides, the performance of the
spectral scheme is in reality better than our theoretical estimates show. This is due
to optimized matrix-multiplying techniques that improve efficiency for the differ-
entiation matrices that are not always full as they have been assumed to be in our
reasoning.
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Figure 4.12. The number
of floating point operations per
time step plotted versus the E-
error for different grid point spac-
ings ∆x at t = 1 for θi = π/3

as the order n is varied. The
dashed lines correspond to the
spectral scheme while the solid
lines are from the finite differ-
ence calculations.
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4.6 Stability

So far, we have only dealt with results of the calculations at t = 1. This is fine
for the sake of comparing the schemes’ performances, but what happens when we
need to consider scenarios that elapse much longer in time? This brings out the
question of stability.

4.6.1 Spectral Scheme

From a theoretical point of view, we can investigate stability by looking at the
electric and magnetic energies and how they develop with time. The electric and
magnetic energy densities are

ρE =
ε|E|2

2
and ρH =

µ|H|2
2

(4.8)

respectively. If the electromagnetic energy in the system is non-growing, i.e. if

∂

∂t

∫
(ρE + ρH)dr ≤ 0, (4.9)

then certainly the system is stable.

We begin by looking at a single element Dk. If the E-part of equation (3.12a)
is multiplied by Ei = E(ri) from the left, followed by a summation over i and

44



FOI-R–0489–SE

using that EN =
∑ND

i=1EiLi(r) , then we reach∫
Dk

(
EN · ε∂EN

∂t
−EN · (∇ ×HN )

)
dr =

=
∫

∂Dk

τEN ·
(
n̂× Zn[HN ] − n̂× [EN ]

Z l + Zn

)
dS(r).

(4.10)

Rearranging this with 1
2

∂
∂t

∫
Dk
εE2

Ndr =
∫
Dk
εEN

∂EN
∂t dr yields

∂

∂t

∫
Dk

ρEdr =
1
2
∂

∂t

∫
Dk

εE2
Ndr =

=
∫

Dk

EN · (∇ ×HN )dr

+
∮

∂Dk

(
τEN · n̂× Zn[HN ] − n̂× [EN ]

Z l + Zn

)
dS(r).

(4.11)

In the same fashion, but with theH-set of equations,

∂

∂t

∫
Dk

ρHdr =
1
2
∂

∂t

∫
Dk

µH2
Ndr

= −
∫

Dk

HN · (∇ ×EN )dr

−
∮

∂Dk

(
τHN · n̂× Y n[EN ] + n̂× [HN ]

Y l + Y n

)
dS(r)

(4.12)

results. The total change in the energy EDk
=
∫
Dk

(ρE + ρH)dr in element Dk

becomes

∂

∂t
EDk

=
∮

∂Dk

(
(HN ×EN ) · n̂− τHN · n̂× Y n[EN ] + n̂× [HN ]

Ȳ

+ τEN · n̂× Zn[HN ] − n̂× [EN ]
Z̄

)
dS(r),

(4.13)

after utilizing the divergence theorem.

The total energy change in the entire computational domain, ∂
∂tE =

∑
k

∂
∂tEDk

,
will be a sum of the contributions of the surface integrals over all element faces.
The inner faces will be counted twice, while the outer boundary faces only con-
tribute once each.

Let us first look at the contributions from the boundary faces. At a boundary,
Hn

N and En
N are set as boundary conditions, but it suffices to consider the case

with homogeneous boundary conditions, Hn
N = En

N = 0. This means that
[EN ] = −El

N = −EN and putting this into equation (4.13) yields

∂

∂t
EDk

=
∮

∂Dk

(
(HN ×EN ) · n̂

+
τY n

Ȳ
HN · n̂×EN − τZn

Z̄
EN · n̂×HN

+
τ

Ȳ
HN · n̂× n̂×HN +

τ

Z̄
EN · n̂× n̂×EN

)
dS(r).

(4.14)
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Rearranging this using some vector identities gives

∂

∂t
EDk

=
∮

∂Dk

((
τ
(Y n

Ȳ
+
Zn

Z̄

)
− 1
)
HN · n̂×EN

+
τ

Ȳ
HN · n̂× n̂×HN +

τ

Z̄
EN · n̂× n̂×EN

)
dS(r),

(4.15)

but
Y n

Ȳ
+
Zn

Z̄
=

1
Zn

1
Zn + 1

Zl

+
Zn

Z̄
=
Z l

Z̄
+
Zn

Z̄
= 1, (4.16)

so the resulting boundary integral turns out to be

∂

∂t
EDk

=
∮

∂Dk

(
(τ − 1)HN · n̂×EN

+
τ

Ȳ
HN · n̂× n̂×HN +

τ

Z̄
EN · n̂× n̂×EN

)
dS(r).

(4.17)

Demanding that the integrand is less than or equal to 0 in accordance with (4.9),
yields an inequality written in matrix quadratic form,

qT
NAqN = (τ − 1)HT

NREN +
τ

Z̄
ET

NR
2EN +

τ

Ȳ
HT

NR
2HN ≤ 0, (4.18)

that will ensure stability for the scheme. Here R is the rotational operator matrix
corresponding to ’n̂×’,

R =


 0 −nz ny

nz 0 −nx

−ny nx 0


 , (4.19)

the vector qN is defined as

qN =
[
EN

HN

]
(4.20)

moreover, the matrix A becomes

A =
[ τ

Z̄
R2 −1

2(τ − 1)R
1
2(τ − 1)R τ

Ȳ
R2

]
. (4.21)

A quadratic form can always be re-written like qT
NAqN =

∑
i λi|q̃N |2, where λi

are the eigenvalues to the matrix A. Here, the eigenvalues turn out to be

λ1−2 = 0 (4.22a)

λ3−6 =
−τ(Ȳ + Z̄) ±

√
τ2(Ȳ + Z̄)2 + Ȳ 2Z̄2(τ − 1)2 − 4τ2Ȳ Z̄

2Ȳ Z̄
. (4.22b)

Since we have positive material parameters ε and µ, Z and Y become positive,
and therefore, Z̄ and Ȳ will also be positive. To make sure that relation (4.18) is

46



FOI-R–0489–SE

Figure 4.13. The limits on
tau as Ȳ Z̄ goes from 4 to
∞. The upper limit τu =

(Ȳ Z̄ + 2
√

Ȳ Z̄)/(Ȳ Z̄ − 4) and
the lower limit is τl = (Ȳ Z̄ −
2
√

Ȳ Z̄)/(Ȳ Z̄ − 4).
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fulfilled, we need to require eigenvalues that are less than or equal to zero. The
only way for this to hold for all eigenvalues λ1−6 is if

Ȳ 2Z̄2(τ − 1)2 − 4τ2Ȳ Z̄ ≤ 0, (4.23)

which means that

Ȳ Z̄ − 2
√
Ȳ Z̄

Ȳ Z̄ − 4
≤ τ ≤ Ȳ Z̄ + 2

√
Ȳ Z̄

Ȳ Z̄ − 4
. (4.24)

A closer examination shows that Ȳ Z̄ ≥ 4. When Ȳ Z̄ = 4, the allowed interval for
τ is [12 ,∞), but as Ȳ Z̄ grows, the interval shrinks continuously, and as Ȳ Z̄ → ∞,
τ → 1 which is shown graphically in Figure 4.13.

So, if we choose
τ = 1, (4.25)

inequality (4.18) will be fulfilled for all possible choices of real material parame-
ters.

Looking at a single element like we just did, corresponds to the contribution to
the energy growth from the outer boundaries only. Let us now consider the case
when the computational domain consists of two elements Dl and Dn.

Figure 4.14. Two elements Dl

and Dn connected at the face
Dc where the surface normals of
the two are n̂n = −n̂l. n n

E ,  H
E ,  H

D
D

Dc

l
n

l
ll

l n

n n
n

^ ^

In addition to the energy contributions from the outer faces described above, the
inner faces will now also contribute. The extra feature of these is that they share
the face with their neighboring element. The total energy growth in this system
will be a sum of the surface integrals over both elements

∂

∂t
EDl+Dn =

∮
Dl

(· · · ) +
∮

Dn

(· · · ) =
∫

faceinner

+
∫

facesouter

. (4.26)
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Performing these integrations, there will be outer faces along which the integration
will take exactly the same form as it did in equation (4.13). The difference is the
integration over the inner face. Here, we need to set up equation (4.13) for the
neighbor cell as well as for our local cell and then combine them.

For the local cell which we denote by Dl, we have

∂

∂t
EDl

=
∮

∂Dl

(
(H l

N ×El
N ) · n̂l

− τH l
N · n̂l × Y n(En

N −El
N ) + n̂l × (Hn

N −H l
N )

Ȳ

+ τEl
N · n̂l × Zn(Hn

N −H l
N ) − n̂l × (En

N −El
N )

Z̄

)
dS(r),

(4.27)

while the neighbor cell Dn has the following energy estimate:

∂

∂t
EDn =

∮
∂Dn

(
(Hn

N ×En
N ) · n̂n

− τHn
N · n̂n × Y l(El

N −En
N ) + n̂n × (H l

N −Hn
N )

Ȳ

+ τEn
N · n̂n × Z l(H l

N −Hn
N ) − n̂n × (El

N −En
N )

Z̄

)
dS(r).

(4.28)

Keeping in mind that n̂n = −n̂l, we can add the contributions to the integral over
the common edge ∂Dc from element Dl and Dn and reach

∫
∂Dc

((
H l

N ×El
N −Hn

N ×En
N

) · n̂l

− τY n

Ȳ
H l

N · n̂l ×En
N +

τY n

Ȳ
H l

N · n̂l ×El
N

+
τZn

Z̄
El

N · n̂l ×Hn
N − τZn

Z̄
El

N · n̂l ×H l
N

+
τY l

Ȳ
Hn

N · n̂l ×El
N − τY l

Ȳ
Hn

N · n̂l ×En
N

− τZ l

Z̄
En

N · n̂l ×H l
N +

τZ l

Z̄
En

N · n̂l ×Hn
N

− τ

Ȳ
H l

N · n̂l × n̂l ×Hn
N +

τ

Ȳ
H l

N · n̂l × n̂l ×H l
N

− τ

Z̄
El

N · n̂l × n̂l ×En
N +

τ

Z̄
El

N · n̂l × n̂l ×El
N

− τ

Ȳ
Hn

N · n̂l × n̂l ×H l
N +

τ

Ȳ
Hn

N · n̂l × n̂l ×Hn
N

− τ

Z̄
En

N · n̂l × n̂l ×El
N +

τ

Z̄
En

N · n̂l × n̂l ×En
N

)
dS(r).

(4.29)
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Rearranged, (4.29) becomes∫
∂Dc

((
− 1 +

τY n

Ȳ
+
τZn

Z̄

)
H l

N · n̂l ×El
N

+
(
1 − τY l

Ȳ
− τZ l

Z̄

)
Hn

N · n̂l ×En
N

+ (
τZ l

Z̄
− τY n

Ȳ
)H l

N · n̂l ×En
N + (

τY l

Ȳ
− τZn

Z̄
)Hn

N · n̂l ×El
N

+
τ

Ȳ
H l

N · n̂l × n̂l ×H l
N +

τ

Z̄
El

N · n̂l × n̂l ×El
N

+
τ

Z̄
En

N · n̂l × n̂l ×En
N +

τ

Ȳ
Hn

N · n̂l × n̂l ×Hn
N

− 2
τ

Z̄
En

N · n̂l × n̂l ×El
N − 2

τ

Ȳ
Hn

N · n̂l × n̂l ×H l
N

)
dS(r).

(4.30)

Simplifying this using

Y n

Ȳ
+
Zn

Z̄
=

1
Zn

1
Zn + 1

Zl

+
Zn

Z̄
=
Z l

Z̄
+
Zn

Z̄
= 1, (4.31a)

Y l

Ȳ
+
Z l

Z̄
=

1
Zl

1
Zn + 1

Zl

+
Z l

Z̄
=
Zn

Z̄
+
Z l

Z̄
= 1, (4.31b)

Y n

Ȳ
− Z l

Z̄
=

1
Zn

1
Zn + 1

Zl

− Z l

Z̄
=
Z l

Z̄
− Z l

Z̄
= 0, (4.31c)

Y l

Ȳ
− Zn

Z̄
=

1
Zl

1
Zn + 1

Zl

− Zn

Z̄
=
Zn

Z̄
− Zn

Z̄
= 0, (4.31d)

yields∫
∂Dc

((
τ − 1

)(
H l

N · n̂l ×El
N −Hn

N · n̂l ×En
N

)
+
τ

Ȳ
H l

N · n̂l × n̂l ×H l
N +

τ

Z̄
El

N · n̂l × n̂l ×El
N

+
τ

Ȳ
Hn

N · n̂l × n̂l ×Hn
N +

τ

Z̄
En

N · n̂l × n̂l ×En
N

− 2
τ

Ȳ
H l

N · n̂l × n̂l ×Hn
N − 2

τ

Z̄
El

N · n̂l × n̂l ×En
N

)
dS(r).

(4.32)

Representing this in a quadratic matrix form where R is the rotation matrix corre-
sponding to the operation ’n̂l×’ in (4.19) we get∫

∂Dc

(
(τ − 1)(H l

N )TREl
N − (τ − 1)(Hn

N )TREn
N

+
τ

Ȳ
(H l

N )TR2H l
N +

τ

Z̄
(El

N )TR2El
N

+
τ

Ȳ
(Hn

N )TR2Hn
N +

τ

Z̄
(En

N )TR2En
N

− 2
τ

Ȳ
(H l

N )TR2Hn
N − 2

τ

Z̄
(El

N )TR2En
N

)
dS(r).

(4.33)
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If we can make sure that the contribution to the energy growth from the edge ∂Dc

is not larger than 0, then we know, due to the prior analysis of the energy growth of
the outer boundary faces, that there will be no energy growth in the multi-element
system. This can be accomplished by requiring the integrand in (4.33) to be ≤ 0.
In the same fashion as for the single element we express the integrand as qT

NAqN

where we have designed qN as

qN =



En

N

El
N

Hn
N

H l
N


 (4.34)

which means that the matrix A becomes

A =




τZ̄−1R2 −τZ̄−1R2 τ−1
2 R 0

−τZ̄−1R2 τZ̄−1R2 0 − τ−1
2 R

− τ−1
2 R 0 τ Ȳ −1R2 −τ Ȳ −1R2

0 τ−1
2 R −τ Ȳ −1R2 τ Ȳ −1R2


 . (4.35)

A quadratic form can always be re-written like qT
NAqN =

∑
i λi|q̃N |2, where λi

are the eigenvalues to the matrix A. Here, the eigenvalues λi turn out to be

λ1−4 = 0, (4.36a)

λ5−8 =
1

2Z̄

(
− 2τ ±

√
4τ2 + Z̄2(τ − 1)2

)
, (4.36b)

λ9−12 =
1

2Ȳ

(
− 2τ ±

√
4τ2 + Ȳ 2(τ − 1)2

)
. (4.36c)

The only way we can make all the eigenvalues less than or equal to 0 is if

τ = 1. (4.37)

With this choice of τ , the quadratic form qT
NAqN will be ≤ 0, which means that

the contribution to ∂
∂tE from the common face ∂Dc is ≤ 0. We previously showed

that the contributions to the energy growth from the outer boundaries are ≤ 0 if
τ fulfills the requirements in (4.24). This interval takes different forms depending
on the material properties at hand, but τ = 1 always meets these conditions. This
means that the spectral computational scheme is semi-discretely stable for the
two-element system with τ = 1. A larger computation consists of more elements
with more boundary faces and shared faces, but the same reasoning holds. The
total energy will still not grow and the scheme will remain stable.

Enough theoretical reasoning, let us look at some results from our calculations
instead.

The error development for the spectral scheme that is displayed in Figure 4.15 is
truly astonishing. The methods show no signs at all of error growth. They all
seem to converge to a certain error level, around which there is a small amount of
controlled fluctuation.

The transient course of events, i.e. the error development for the first units of
time, is shown in Figure 4.16. Here it is clearer that methods of order 4, 6, 8 and
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Figure 4.15. Development of
the L2-error of E during calcu-
lations to t = 250 for 2nd, 4th,
6th, 8th and 10th order spec-
tral element schemes with ∆x =

0.5 and θi = π/3.
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Figure 4.16. Development of
the L2-error of E during the
early stages of the calculations
for 2nd, 4th, 6th, 8th and 10th

order spectral element schemes
with ∆x = 0.5 and θi = π/3.
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10 have the same error fluctuation frequencies, in fact the frequency 2f , when f
is the frequency of the wave itself. Significant is that all orders converge to the
maximum error level very quickly.

4.6.2 Finite Difference Scheme

Just as in the stability analysis of the spectral scheme, we construct an energy
measure and see how this develops with time. If the total energy of the system
does not increase with time, then the computational method is certainly stable.

The scheme for the finite difference method in equation (3.42) needs to be modi-
fied in order to handle the multiple materials we have in our problem. If we denote
the solution in x ≤ 0 ul and likewise by ur mean the solution in x ≥ 0, then we
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can introduce

w =
[
ul

ur

]
, S̃ =

[
Sl 0
0 Sr

]
, Ã =

[
A 0
0 A

]
, B̃ =

[
B 0
0 B

]
,

(4.38)
and in this notation the continuous problem becomes

S̃wt + Ãwx + B̃wy = 0. (4.39)

We observe that by taking

‖w‖2 ≡
∫

Ω
wT S̃wdxdy (4.40)

we automatically get the electromagnetic energy, apart from a factor 2,

‖w‖2 = 2
∫

Ω
(ρE + ρH)dxdy, (4.41)

where ρE(r) = 1
2ε(r)

∣∣∣E(r)
∣∣∣2 and ρH(r) = 1

2µ(r)
∣∣∣H(r)

∣∣∣2.

If we multiply (4.39) by w from the left and integrate over the entire computa-
tional area Ω we eventually get

d

dt
‖w‖2 = − 2

∫ 1

0
HzEydy

∣∣∣
x=1

+ 2
∫ 1

0
HzEydy

∣∣∣
x=−1

+ 2
∫ 1

−1
HzExdx

∣∣∣
y=1

− 2
∫ 1

−1
HzExdx

∣∣∣
y=0

.

(4.42)

Using the results of (3.46) - (3.49) where we have chosen ai = 1, we can express
the energy norm in terms of characteristic variables which will come in handy as
we will see shortly.

d

dt
‖w‖2 = − 2

∫ 1

0

1
η

(
(cx1)2 − (cx3)2

)
dy
∣∣∣
x=1

+ 2
∫ 1

0

1
η

(
(cx3)2 − (cx1)2

)
dy
∣∣∣
x=−1

+ 2
∫ 1

0

1
η

(
(cy3)

2 − (cy1)
2
)
dx
∣∣∣
y=1

− 2
∫ 1

−1

1
η

(
(cy1)

2 − (cy3)
2
)
dx
∣∣∣
y=0

.

(4.43)

Now, as we leave the continuous formulation and switch to the discrete numerical
approximation, our multi-material problem formulation becomes in the language
of block matrices[

BCl + ITl

BCr + ITr

]
=
[
INl

⊗ IM ⊗ Sl 0
0 INr ⊗ IM ⊗ Sr

]
wt

+
[
P−1

xl Qxl ⊗ IM ⊗A 0
0 P−1

xr Qxr ⊗ IM ⊗A

]
w

+
[
INl

⊗ P−1
y Qy ⊗B 0
0 INr ⊗ P−1

y Qy ⊗B

]
w,

(4.44)

where w = [ul ur]T is the numerical solution in the discrete nodes and ul, ur,
Sl, Sr, A andB are according to equations (3.37) - (3.39). Ia is an identity matrix
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of size (a + 1) × (a + 1) and P−1
x Qx and P−1

y Qy are the summation by parts
differentiation matrices. BCl and BCr are the SAT boundary terms as given by

BCl = (P−1
xl E0Nl

⊗ IM ⊗ Σwest)(
(INl

⊗ IM ⊗Kwest)ul − e0Nl
⊗ gwest

)
+ (INl

⊗ P−1
y E0M ⊗ Σsouthl

)(
(INl

⊗ IM ⊗Ksouthl
)ul − gsouthl

⊗ e0M

)
+ (INl

⊗ P−1
y EMM ⊗ Σnorthl

)(
(INl

⊗ IM ⊗Knorthl
)ul − gnorthl

⊗ eMM

)
,

(4.45)

BCr = (P−1
xr ENrNr ⊗ IM ⊗ Σeast)(
(INr ⊗ IM ⊗Keast)ur − eNrNr ⊗ geast

)
+ (INr ⊗ P−1

y E0M ⊗ Σsouthr)(
(INr ⊗ IM ⊗Ksouthr)ur − gsouthr

⊗ e0M

)
+ (INr ⊗ P−1

y EMM ⊗ Σnorth)(
(INr ⊗ IM ⊗Knorthr)ur − gnorthr

⊗ eMM

)
,

(4.46)

with Px and Py as above and Eab and eab according to (3.44) and (3.45). The
transformation matrices K to characteristic variables are given by (3.51) and
(3.51b) whereas the exact boundary data g of the characteristic variables come
from (3.52), (3.53) and (3.54). The Σ’s are the boundary penalty matrices to be
determined.

The part of the scheme that takes special care of the interface between the two
materials is

ITl = (P−1
xl ENlNl

⊗ IM ⊗ Σx=0l)
(
eNlNl

⊗ (IM ⊗ Γ)(ulNl
− ur0)

)
(4.47a)

ITr = (P−1
xr E0Nr ⊗ IM ⊗ Σx=0r)

(
e0Nr ⊗ (IM ⊗ Γ)(ur0 − ulNl

)
)
. (4.47b)

Here, the vectors and matrices Px, Py, IM , Eab, and eab are as above. The conti-
nuity of the tangential fields over the interface is established through the matrix Γ
that provides the following:

Γũl(0, yj) = Γũr(0, yj), Γ =


 1 0 0

0 0 0
0 0 1


 . (4.48)

The nodes that this interface term acts on are given by

ur0 =



ũr0,0

ũr0,1
...

ũr0,M


 , ulNl

=



ũlNl,0

ũlNl,1
...

ũlNl,M


 . (4.49)

Finally, we have introduced the 3×3 interface penalty matrices Σx=0l and Σx=0r.
These have to be chosen suitably in order to yield a stable numerical scheme.
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To simplify further analysis, we multiply equation (4.44) from the right with[
Pxl ⊗ Py ⊗ I3 0

0 Pxr ⊗ Py ⊗ I3

]
, (4.50)

which yields
Pwt + (Qx + Σint)w +Qyw = BC (4.51)

where w = [ul ur],

P =
[

(Pxl ⊗ Py ⊗ I3)Sl 0
0 (Pxr ⊗ Py ⊗ I3)Sr

]
, (4.52a)

Qx =
[
Qxl ⊗ Py ⊗A 0

0 Qxr ⊗ Py ⊗A

]
, (4.52b)

Qy =
[
Pxl ⊗Qy ⊗B 0

0 Pxr ⊗Qy ⊗B

]
, (4.52c)

Σint =




0 · · · · · · 0
...

. . . · · · 0
−Py ⊗ Σx=0l Py ⊗ Σx=0l

Py ⊗ Σx=0r −Py ⊗ Σx=0r
...

. . .
...

0 · · · · · · 0



, (4.52d)

and the boundary terms

BC = (El ⊗ E0Nl
⊗ Py ⊗ Σw)(

(El ⊗ E0Nl
⊗ IM ⊗Kw)w − el ⊗ e0Nl

⊗ gw

)
+ (El ⊗ Pxl ⊗ E0M ⊗ Σsl

)(
(El ⊗ INl

⊗ E0M ⊗Ksl
)w − el ⊗ gsl

⊗ e0M

)
+ (El ⊗ Pxl ⊗ EMM ⊗ Σnl

)(
(El ⊗ INl

⊗ EMM ⊗Knl
)w − el ⊗ gnl

⊗ eMM

)
+ (Er ⊗ Pxr ⊗ E0M ⊗ Σsr)(

(Er ⊗ INr ⊗ E0M ⊗Ksr)w − er ⊗ gsr
⊗ e0M

)
+ (Er ⊗ Pxr ⊗ EMM ⊗ Σnr)(

(Er ⊗ INr ⊗ EMM ⊗Knr)w − er ⊗ gnr
⊗ eMM

)
+ (Er ⊗ ENrNr ⊗ Py ⊗ Σe)(

(Er ⊗ ENrNr ⊗ IM ⊗Ke)w − er ⊗ eNrNr ⊗ ge

)
.

(4.53)

In (4.52d) we have introduced the scaling

Σx=0l = Σx=0lΓ, Σx=0r = Σx=0rΓ, (4.54)

and in expressions (4.52) - (4.52d) above, we have also used the block matrix
notation. In Σint in particular, the only non-zero elements are the ones in the
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center of the matrix coupling the left and right regions to each other. In the term
(4.53) originating from the boundary conditions, we have abbreviated

gw = gwest, gsl
= gsouthl

, gnl
= gnorthl

,
Σw = Σwest, Σsl

= Σsouthl
, Σnl

= Σnorthl
,

gsr
= gsouthr

, gnr
= gnorthr

, ge = geast,
Σsr = Σsouthr , Σnr = Σnorthr , Σe = Σeast,

(4.55)

and we use the matrices and vectors

El =
[

1 0
0 0

]
, Er =

[
0 0
0 1

]
, el =

[
1
0

]
, er =

[
0
1

]
, (4.56)

to pick out if the boundary belongs to the left or the right region. Written in this
form, we have assumed the number of grid points in the left and right regions to
be equal, i.e. Nl = Nr.

To check the stability of (4.51), we will use the energy method and it is convenient
to use a norm that looks like the one in (4.40), only with the difference that we
here discuss the discrete problem. In (4.40), w denoted the field variables at an
arbitrary coordinate (x, y), but here w takes the meaning of the field values at
all discrete points (xi, yj). Because of this, we can remove the integral from the
norm. We define

‖w‖2
P ≡ wTPw (4.57)

and we make the following observation about the power T :

T =
d

dt
‖w‖2

P = wTPwt +wT
t P

Tw, (4.58)

since Pxl, Pxr,Py, Sl and Sl are all symmetric which means that P is also sym-
metric.

If we multiply equation (4.51) from the right bywT and to that add the transposed
resulting equation, aided by the help of observation (4.58) above, we reach

d

dt
‖w‖2

P = wTBC + (wTBC)T −wT (Qx + Σint +Qy)w

− (wT (Qx + Σint +Qy)w)T .
(4.59)

The fact that Pxl, Pxr, Py, Qxl, Qxr and Qy are summation by parts operators
forces them to have the following properties:

Pxl = P T
xl, Pxr = P T

xr, Py = P T
y , (4.60)

Qxl +QT
xl = −E0Nl

+ ENlNl
, (4.61a)

Qxr +QT
xr = −E0Nr + ENrNr , (4.61b)

Qy +QT
y = −E0M + EMM , (4.61c)

with E0k and Ekk as in (3.44). This makes some of the terms in (4.59) really
simple, e.g.

wT (Qx +Qy)w + (wT (Qx +Qy)w)T =

= − vT
l0(Pxl ⊗B)vl0 + vT

lM (Pxl ⊗B)vlM − vT
r0(Pxl ⊗B)vr0

+ vT
rM (Pxl ⊗B)vrM − uT

l0(Py ⊗A)ul0 + uT
rNr

(Py ⊗A)urNr

+ uT
lNl

(Py ⊗A)ulNl
− uT

r0(Py ⊗A)ur0.

(4.62)
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In (4.62) and in the following equations we use the row and column notation given
in (3.39) and (3.40), i.e. uli denotes a column of M gridpoints located at xi in the
left region while vrj denotes a row of Nr gridpoints located at yj in the domain
on the right. We can see in (4.62) that the only values that matter in the energy
measure are those at the boundaries of the computational region as well as on the
material interface.

The term in (4.59) pertaining to the interface conditions becomes

wT Σintw + (wT Σintw)T =

= uT
lNl

(
Py ⊗ (−Σx=0l − ΣT

x=0l)
)
ulNl

+ uT
r0

(
Py ⊗ (−Σx=0r − ΣT

x=0r)
)
ur0

+ uT
lNl

(
Py ⊗ (Σx=0l + ΣT

x=0r)
)
ur0

+ uT
r0

(
Py ⊗ (ΣT

x=0l + Σx=0r)
)
ulNl

.

(4.63)

Finally, the term with the boundary conditions becomes

wTBC + (wTBC)T = vT
l0

(
Pxl ⊗

(
Σsl

Ksl
+ (Σsl

Ksl
)T
))
vl0

+ vT
lM

(
Pxl ⊗

(
Σnl

Knl
+ (Σnl

Knl
)T
))
vlM

+ vT
r0

(
Pxl ⊗

(
ΣsrKsr + (ΣsrKsr)

T
))
vr0

+ vT
rM

(
Pxl ⊗

(
ΣnrKnr + (ΣnrKnr)

T
))
vrM

+ uT
l0

(
Py ⊗

(
ΣwKw + (ΣwKw)T

))
ul0

+ uT
rNr

(
Py ⊗

(
ΣeKe + (ΣeKe)T

))
urNr

− 2uT
l0

(
Py ⊗ Σw

)
gw − 2uT

rNr

(
Py ⊗ Σe

)
ge

− 2vT
l0

(
Pxl ⊗ Σsl

)
gsl

− 2vT
lM

(
Pxl ⊗ Σnl

)
gnl

− 2vT
r0

(
Pxr ⊗ Σsr

)
gsr

− 2vT
rM

(
Pxr ⊗ Σnr

)
gnr

(4.64)

Now comes the work of collecting the terms from (4.62), (4.63) and (4.64) and
putting them into (4.59). The purpose is to find choices of the Σ so that d

dt‖w‖2
P ≤

0, in which case we know that the electromagnetic energy of the problem will not
grow with time, i.e. we have a stable method. First, we deal with the terms that
arise from and at the material interface. We have

Tint = uT
lNl

(
Py ⊗ (−A+ Σx=0l + ΣT

x=0l)
)
ulNl

+ uT
r0

(
Py ⊗ (A+ Σx=0r + ΣT

x=0r)
)
ur0

− uT
lNl

(
Py ⊗ (Σx=0l + ΣT

x=0r)
)
ur0

− uT
r0

(
Py ⊗ (ΣT

x=0l + Σx=0r)
)
ulNl

≡
≡ wT

intD̃wint,

(4.65)
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where wT
int = [uT

lNl
uT

r0] and

D̃ =
[
Py ⊗ (−A+ Σx=0l + ΣT

x=0l) Py ⊗ (−Σx=0l − ΣT
x=0r)

Py ⊗ (−ΣT
x=0l − Σx=0r) Py ⊗ (A+ Σx=0r + ΣT

x=0r)

]
. (4.66)

It is sufficient to find a D̃ that is negative semidefinite in order to obtain stability at
the inner material interface. To do this, we have the freedom to choose our penalty
matrices Σx=0l, Σx=0r as we desire. It is suitable to require Σx=0l and Σx=0r to
be symmetric, and to let Σx=0r = Σx=0l − A which preserves the conservative
character of the method (see [4]). This yields

Σx=0l =


 λ1 0 1

2
0 0 0
1
2 0 λ2


 , Σx=0r =


 λ1 0 −1

2
0 0 0
−1

2 0 λ2


 . (4.67)

These simplifications amount to

D̃ =
[ −1 1

1 −1

]
⊗ Py ⊗ (A− 2Σx=0l). (4.68)

[ −1 1
1 −1

]
is negative semidefinite, and Py is by definition positive definite.

This along with the properties of Kronecker matrix multiplication implies that
(A−2Σx=0l) must be chosen such that it is positive semidefinite in order to make
D̃ negative semidefinite. But

A− 2Σx=0l =


 −2λ1 0 0

0 0 0
0 0 −2λ2


 , (4.69)

and hence, all we have to do to ensure a stable method over the interface is to
choose λ1, λ2 ≤ 0. For the actual numerical calculations, we have used λ1 =
λ2 = −1

2 .

This means that we have chosen our penalty parameters Σx=0l and Σx=0r for
the interface terms in (4.59). We now concentrate on the terms from the outer
boundaries, and to start out, we examine the contribution from the western side.
We have

Twest = uT
l0

(
Py ⊗

(
A+ ΣwKw + (ΣwKw)T

))
ul0

− 2uT
l0

(
Py ⊗ Σw

)
gw,

(4.70)

which is to compare with the western contribution from the continuous energy
estimate in equation (4.43),

Twest = 2
∫ 1

0

1
η

(
(cx3)2 − (cx1)2

)
dy
∣∣∣
x=−1

. (4.71)

Ideally, we would like the discrete energy measure to mimic the continuous as
closely as possible. We can try to re-write (4.70) expressed in characteristic vari-
ables so that it resembles (4.71). As discussed in Appendix B, on the western
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border, the boundary data is the ingoing characteristic variable, cx3(x = −1, yj).
It suffices to look at homogeneous boundary conditions, i.e. cx3 = 0, which means
that (4.71) turns into

Twest = −2
∫ 1

0

1
η
(cx1)2dy

∣∣∣
x=−1

, (4.72)

and (4.70) into

Twest = uT
l0

(
Py ⊗

(
A+ ΣwKw + (ΣwKw)T

))
ul0, (4.73)

if we choose Σw to pick out only the c3 components of gw, i.e.

Σw =


 0 0 Σ02

0 0 Σ12

0 0 Σ22


 . (4.74)

In (4.72), we see that the continuous energy estimate is dissipative. This is some-
thing we would like to hold for the discrete energy estimate as well. The goal is
hence to choose Σw in such a way that it reformulates (4.73) to the same form as
(4.72). The integral in the continuous energy estimate corresponds to the summa-
tion carried out by multiplication by Py is in the discrete case, so what remains is
to re-write (4.73) with the characteristic variables. We observe that

ũT
0,j(E02Kw)TE02Kwũ0,j = (cx1)2, (4.75)

where

E02 =


 1 0 0

0 0 0
0 0 0


 , (4.76)

which leads us to the form

d

dt
‖w‖2

Pwest
= uT

l0

(
Py ⊗

(− 2
η
(E02Kw)TE02Kw +

2
η
(E02Kw)TE02Kw

+A+ ΣwKw + (ΣwKw)T
))
ul0.

(4.77)

(4.77) will match (4.72) if we can choose

2
η
(E02Kw)TE02Kw +A+ ΣwKw + (ΣwKw)T = 0. (4.78)

With the assumption that Σw has the appearance of (4.74), this condition leads to
the following overspecified system:

−2Σ02 = 1 (4.79a)

−Σ12η = 0 (4.79b)

−Σ02 − Σ22η = 1 (4.79c)

−2Σ22 =
1
η
, (4.79d)
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which is consistently solved by Σ02 = −1
2 , Σ12 = 0 and Σ22 = − 1

2η . With this
choice of Σw we have forced the discrete method to have the equivalent amount
of dissipation as the continuous case has at the western border. Repeating this
procedure, we can deduce the rest of the penalty matrices Σe, Σnl

, Σnr , Σsl
,

Σsr , and make sure that the method is stable by the dissipation condition on the
boundaries. The result becomes

Σnl
=


 0 0 −1

2
0 0 − 1

2ηl

0 0 0


 , Σnr =


 0 0 −1

2
0 0 − 1

2ηr

0 0 0


 , (4.80)

Σsl
=


 0 0 1

2
0 0 − 1

2ηl

0 0 0


 , Σsr =


 0 0 1

2
0 0 − 1

2ηr

0 0 0


 , (4.81)

Σe =


 0 0 1

2
0 0 0
0 0 − 1

2ηr


 , Σw =


 0 0 −1

2
0 0 0
0 0 − 1

2ηl


 . (4.82)

Figure 4.17. Development of
the L2-error of E during calcu-
lations to t = 250 for 2nd, 4th

and 6th order finite difference
schemes at θi = π

3
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Now we have (4.59) in the form

T =
d

dt
‖w‖2

P = Tint + Twest + Teast

+ Tsouthl
+ Tsouthr + Tnorthl

+ Tnorthr ,
(4.83)

where all the terms Ti are ≤ 0. To summarize,

T =
d

dt
‖w‖2

P ≤ 0, (4.84)

i.e. the finite difference method is stable.
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In Figure 4.17 are the E-errors with respect to time when we let the calculation
traverse to t = 250. These calculations were performed on a grid with spacing
∆x = 0.025. Clearly, all the methods show an error that is very stable in time,
very much like the error development in the spectral methods in Figure 4.15.

Figure 4.18. Development of
the L2-error of E during the
early stages of the calculations
for 2nd, 4th and 6th order finite
difference schemes with ∆x =

0.025 and θi = π/3.
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The error for the finite difference scheme that is displayed in Figure 4.15 seems
to be bounded. The method show no signs at all of error growth. Just like in the
spectral scheme, the finite difference schemes all seem to converge to a certain
error level, around which there is a small amount of controlled fluctuation.

The transient course of events, i.e. the error development for the first units of time,
is shown in Figure 4.18. The error convergence here is somewhat slower than for
the spectral scheme, but the error still settles quite early at the level where it stays
for the remainder of the time where the calculation is performed. It is also evident
that the error fluctuations, especially in the second and sixth order cases, occur
with a frequency of 2f , when f is the frequency of the wave itself.
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5 Conclusion

Both the finite difference and the spectral methods can simulate the simple case
of wave reflection and refraction at a material discontinuity in a two-dimensional
rectangular geometry very accurately. For this particular geometry, the finite dif-
ference scheme is better suited because of its significantly higher efficiency.

For a more complicated and detailed geometry however, an unstructured grid
would be easier to implement, and the advantages of the spectral element method
would grow larger. As all spectral elements decouple, this method is also well
suited for parallel implementations required for large computations.

Both the spectral scheme and the finite difference method show terrific stability
properties for this test case. There is virtually no error growth as the calculation is
allowed to run for a long period of time. The numerical results indicate that these
methods are error-bounded, which is a very desirable property when long-term
steady state calculations for applications such as radar scattering are needed.
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Appendix A

The Kronecker Product

Definition 1 Let A be a p× q matrix and let B be an m× n matrix, then

A⊗B =




a0,0B · · · a0,q−1B
...

. . .
...

ap−1,0B · · · ap−1,q−1B


 . (A.1)

The p× q block matrix A⊗B is called a Kronecker product.

Presented below are some useful properties of the Kronecker product.

LetA,B,C andD be matrices of arbitrary sizes, such that the specified operations
are defined, then

1. (A⊗B)(C ⊗D) = (AC) ⊗ (BD), (A.2a)

2. (A+B) ⊗ C = A⊗ C +B ⊗ C, (A.2b)

3. (A⊗B)T = AT ⊗BT , (A.2c)

4. (A⊗B)−1 = A−1 ⊗B−1, (A.2d)

5. A > 0 , B > 0 ⇒ (A⊗B) > 0. (A.2e)
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Appendix B

Eigenvalue Calculation and Characteristic Variables

Maxwell’s equations in three spatial dimensions for sourceless regions are

Sut +Aux +Buy + Cuz = 0, (B.1)

where

u =
[
E
H

]
, S =

[
ε̆ 0
0 µ̆

]
, (B.2)

A =
[

0 −Ă
Ă 0

]
, B =

[
0 −B̆
B̆ 0

]
, C =

[
0 −C̆
C̆ 0

]
. (B.3)

Here, we have the block matrices

ε̆ =


 ε 0 0

0 ε 0
0 0 ε


 , µ̆ =


 µ 0 0

0 µ 0
0 0 µ


 , (B.4)

Ă =


 0 0 0

0 0 −1
0 1 0


 , B̆ =


 0 0 1

0 0 0
−1 0 0


 , C̆ =


 0 −1 0

1 0 0
0 0 0


 . (B.5)

Equation (B.1) is re-written like

ut + S−1Aux + S−1Buy + S−1Cuz = 0, (B.6)

and this can be transformed to

ut + Ãuξ + B̃uη + C̃uζ = 0, (B.7)

under the linear coordinate transformation ξ = ξ(x, y, z), η = η(x, y, z), ζ =
ζ(x, y, z) where êξ is the outward pointing normal to a surface, and êη and êζ are
the tangential unit vectors to the same surface as displayed in Figure B.1.

Figure B.1. General orthonor-
mal coordinates (ξ, η, ζ). êξ is
the normal to a surface, and êη

and êζ are the tangential unit
vectors.

e

e

e

ξ

η

ζ

^

^

^

In this new coordinate system the matrices become

Ã = S−1Aξx + S−1Bξy + S−1Cξz, (B.8a)

B̃ = S−1Aηx + S−1Bηy + S−1Cηz, (B.8b)

C̃ = S−1Aζx + S−1Bζy + S−1Cζz. (B.8c)
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Characteristics are curves in (r, t)-space upon which certain quantities, called
characteristic variables, of a differential equation are constant. These variables are
intimately connected with the solution of the equation. Characteristics entering a
spatial computational domain are therefore vital as the prescribed boundary values
of the characteristic variables determine the future solutions in the domain. On
the other hand, characteristics that cross the border, and leave the computational
region, are of no interest since their values at the boundary give no information
at future times t. Finding the characteristic variables of Maxwell’s equations and
calculating the fluxes over an interface are both related to what happens along the
direction of the interface normal. I.e., we are only interested in the action in the
ξ-direction. If we discard all derivatives in the η and ζ-directions, we arrive at

ut + Ãuξ = 0. (B.9)

We can diagonalize Ã with Ã = LΛL−1 in (B.9) to reach

∂v

∂t
+ Λ

∂v

∂ξ
= 0. (B.10)

Here, Λ is the diagonal matrix containing Ã’s eigenvalues λ on the diagonal, and
v = L−1u is the vector of characteristic variables where the matrix L’s columns
are made up of the eigenvectors of Ã. The six eigenvalues of Ã can independently
of the choice of orthonormal coordinates be found to be

λ+ = c =
1√
εµ
, λ− = −c = − 1√

εµ
, λ0 = 0, (B.11)

each with a degeneracy of two.

Since Λ is diagonal, we can write each row of (B.11) as

∂vi

∂t
+ λi

∂vi

∂ξ
= 0. (B.12)

As mentioned, the characteristic variables vi(ξ, t) are constant along the charac-
teristic curves, i.e.

dvi(ξ, t)
dt

=
∂vi

∂ξ

dξ

dt
+
∂vi

∂t
= 0. (B.13)

Comparing this to equation (B.12) yields that dξ
dt = λi, i.e.

ξ = λit+ C. (B.14)

These curves in (ξ, t)-space are the characteristics, and for λ+ = c, they are
headed in the positive ξ-direction as time passes, i.e. they exit the region bounded
by the surface S and head in the direction indicated by the normal vector êξ,
while for λ− = −c the characteristics head in the negative ξ-direction and enter
the computational domain of interest.

For our particular two-dimensional problem, we will be interested in the char-
acteristics at the outer boundaries. As described above, we choose êξ to be the
outward pointing normal direction of the boundary. This means that ξ(x, y, x) is
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the coordinate pointing away from the specific boundary considered. Doing this,
we get, at each boundary

ξeast = x, ∂ξeast

∂x = 1,
ξwest = −x, ∂ξwest

∂x = −1,
ξsouth = −y, ∂ξsouth

∂y = −1,
ξnorth = y, ∂ξnorth

∂y = 1,

(B.15)

while the rest of the partial derivatives of ξ will be zero. Utilizing the variable
substitutions in (B.15), we can calculate a matrix Ã according to equation (B.8a)
and put this into equation (B.9). After diagonalizing Ã = LΛL−1 explicitly, Λ
being the diagonal matrix of the eigenvalues ofÃ and L being the matrix with the
eigenvectors of Ã as columns, we can construct v = L−1u which is the vector of
the six characteristic variables. As expected by the theory, it turns out that the de-
rived characteristic variables decouple into two equivalent sets of three variables,
the transverse magnetic (TM) mode including Ez , Hx and Hy, and the transverse
electric (TE) mode, i.e. the set including the variables Hz , Ex and Ey. In this
report, we have chosen to deal only with the transverse electric (TE) mode, and
hence, explicit algebraic calculations show that our three characteristic variables
picked out of v = L−1u become

ceast
1 (r) = aeast

1

1
2

(
η(r)Hz(r) + Ey(r)

)
, (B.16a)

ceast
2 (r) = aeast

2 Ex(r), (B.16b)

ceast
3 (r) = aeast

3

1
2

(
− η(r)Hz(r) + Ey(r)

)
, (B.16c)

at the eastern border, and equivalently

cwest
1 (r) = awest

3

1
2

(
− η(r)Hz(r) + Ey(r)

)
, (B.17a)

cwest
2 (r) = awest

2 Ex(r), (B.17b)

cwest
3 (r) = awest

1

1
2

(
η(r)Hz(r) + Ey(r)

)
, (B.17c)

cnorth
1 (r) = anorth

1

1
2

(
− η(r)Hz(r) + Ex(r)

)
, (B.18a)

cnorth
2 (r) = anorth

2 Ey(r), (B.18b)

cnorth
3 (r) = anorth

3

1
2

(
η(r)Hz(r) + Ex(r)

)
(B.18c)

csouth
1 (r) = asouth

3

1
2

(
η(r)Hz(r) + Ex(r)

)
, (B.19a)

csouth
2 (r) = asouth

2 Ey(r), (B.19b)

csouth
3 (r) = asouth

1

1
2

(
− η(r)Hz(r) + Ex(r)

)
, (B.19c)

for the other outer boundaries. aj
i is a free parameter, and we will choose aj

i = 1
for all i and j. c1 is the variable that belongs to the positive eigenvalue, λ = c,
and c2 and c3 pertain to the eigenvalues λ = 0 and λ = −c respectively. This
means that the ingoing characteristic variables, those that we are interested in, are
given by c3.
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Appendix C

Flux Splitting

Let us perform the flux splitting which will explicitly yield n̂ · [F−], the factor
used in the penalty term in the spectral method. We can use the diagonalization
procedure from appendix B to determine the numerical fluxes. The flux F is de-
fined by the governing equation, which in our case is the set of Maxwell equations,
equation (B.6),

Sut +Aux +Buy + Cuz = 0. (C.1)

Written on this form, the flux can be identified through

Sut + ∇ · F = 0. (C.2)

Now, according to the spectral scheme in (3.7), we are only interested in the flux in
the normal direction to some element boundary. Performing the linear coordinate
transformation ξ = ξ(x, y, z), η = η(x, y, z), ζ = ζ(x, y, z) with orthonormal
unit vectors êξ, êη and êζ as displayed in Figure B.1, the properties of linear
orthonormal coordinate transformations yield

êξ = xξêx + yξêy + zξêz

= ξxêx + ξyêy + ξzêz.
(C.3)

êξ is the outward pointing normal vector. Another important property of our or-
thonormal coordinates is that

∇ · F =
∂Fξ

∂ξ
+
∂Fη

∂η
+
∂Fζ

∂ζ
. (C.4)

Concentrating only on the ξ-direction and aided by (C.4) we can write equation
(C.2) as

Sut + êξ · ∂
∂ξ
F = 0. (C.5)

Here, êξ ·F is the component of the flux normal to the interface. This normal flux
component can be written

êξ · F = SÃu, (C.6)

with Ã given in (B.8a).

It would be of interest to decompose the flux into two parts, one being written
using only the incoming characteristic variables and the other part being written
in terms of the outgoing characteristic variables. Ã can be diagonalized by

Ã = LΛL−1 (C.7)

where Λ contains Ã’s eigenvalues on the diagonal, and the columns of L are the
eigenvectors of Ã. According to (B.11), the eigenvalues are c, 0 and −c, each
eigenvalue occurring twice in Λ. If we split this matrix into two, i.e.

Λ = Λ+ + Λ−, (C.8)
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where

Λ+ =




c 0 0 0 0 0
0 c 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0



, Λ− =




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −c 0
0 0 0 0 0 −c



, (C.9)

we can construct the following:

êξ · F− = SLΛ−L−1u, (C.10a)

êξ · F+ = SLΛ+L−1u, (C.10b)

denoted by the upwind and downwind flux respectively. The upwind flux is the
one relating to the ingoing characteristics. Since we have êξ oriented out of the
computational domain of interest, the eigenvalue −cwill according to (B.14) yield
a characteristic curve entering the domain.

With the observation (C.3) connecting the coordinate metrics to the normal vec-
tor êξ, we can perform the explicit algebraic calculations that yield the eigenval-
ues and eigenvectors in Λ+, Λ−and L. With explicit simplifying of (C.10a) and
(C.10b) we can find the upwind and downwind fluxes to be

êξ · F− =
[ − 1

2Z êξ × (ZH − êξ ×E)
1

2Y êξ × (YE + êξ ×H)

]
, (C.11a)

êξ · F+ =
[ − 1

2Z êξ × (ZH + êξ ×E)
1

2Y êξ × (YE − êξ ×H)

]
, (C.11b)

where the impedance is Z = η =
√

µ
ε and the conductance is Y = 1/Z =

√
ε
µ .

This flux-splitting works absolutely fine as long as we are dealing with continuous
materials, but the question of how to deal with material discontinuities and field
discontinuities due to the spectral element discretization naturally arises. In order
to study this, we look at the sketch in Figure C.1. Here we denote the region to
the left l for local and the one on the right n for neighbor. Below the characteristic
curves λ− and λ+, the names of the regions switch to * and ** respectively.

Figure C.1. Characteristics of
equation (B.9) originating from a
virtual boundary. When moving
from region ** across character-
istic λ+ to region n, the field val-
ues satisfy the jump condition in
(C.12). This also holds when
moving from * to l across λ−

and from * to ** across λ0.

= 0λ

= −cλ− λ+
= c

* **

l n

eξ

0

Across such a characteristic curve, the following jump condition is satisfied [12]:

−λ[u] + [Ãu] = 0, (C.12)
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with the field variables u and the normal flux Ãu as given above and [f ] = f2−f1

denoting the jump of a variable f from region 1 across a characteristic λ to region
2.

If we use Figure C.1 and let the dotted boundary be the interface between two ho-
mogeneous isotropic dielectric materials (εl, µl) and (εn, µn), then moving from
region l to region * across characteristic λ− = −c, equation (C.12) gives

Z l(H∗ −H l) = −êx × (E∗ −El). (C.13)

Here, Z l is the impedance
√

µl

εl in region l, and (H∗, E∗) and (H l, El) are the
fields in regions * and l respectively. In the same way, a jump over characteristic
λ+ from region n to region ** yields

Zn(H∗∗ −Hn) = êx × (E∗∗ −En). (C.14)

Jumping over the characteristic given by λ0 = 0 from * to ** gives

êξ × (E∗∗ −E∗) = 0, (C.15a)

êξ × (H∗∗ −H∗) = 0 (C.15b)

which is not surprising when we think about the physical boundary conditions
in (2.5a) and (2.5b). These in combination with (2.7) state that the tangential
components of the fields are continuous for materials with finite conductivities,
which is true in particular for dielectrica where σ = 0.

If we simultaneously solve equations (C.13), (C.14), (C.15a) and (C.15a), we
come up with

êξ ×E∗ = êξ × Y lEl − êξ ×H l + Y nEn + êξ ×Hn

Ȳ
, (C.16a)

êξ ×H∗ = êξ × Z lH l + êξ ×El + ZnHn − êξ ×En

Z̄
. (C.16b)

Z is the material impedance and Y the material conductance defined as

Z l,n = ηl,n =
1
Y l,n

=

√
µl,n

εl,n
, (C.17)

and Z̄ and Ȳ are the sums of them over the interface

Z̄ = Zn + Z l, (C.18a)

Ȳ = Y n + Y l. (C.18b)

Looking back on (3.5), the definition of our flux, we discover that

n̂ · F =
[ −n̂×H
n̂×E

]
, (C.19)

i.e. the normal component of the flux is nothing else than the tangential EM-field
components.
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Figure C.2. Cell residing in the
l-material, i.e. the material into
which the characteristics corre-
sponding to λ = −c move. The
cell face is placed right on the in-
terface between materials l and
n. l

n

eξ
^

If we align a cell face with the dotted boundary defining the normal vector êξ

in Figure C.1 and let the simplex reside in the material on the left side, i.e. the
material indicated by l or *, then we get the outward pointing normal vector n̂ =
êξ and we can write our flux

n̂ · F =


−Z̄−1n̂×

(
(Z lH l + n̂×El) + (ZnHn − n̂×En)

)
Ȳ −1n̂×

(
(Y lEl − n̂×H l) + (Y nEn + n̂×Hn)

)

 . (C.20)

Now, we want to pick out the upwind flux from this, i.e. the part of the flux
that coincides with the negative eigenvalues and hence the ingoing characteristics.
Thus, we compare the form of (C.20) to that of (C.11) where we have calculated
the upwind flux for a point in a continuous material. We see that by choosing

n̂ · F− =


−Z̄−1n̂×

(
ZnHn − n̂×En

)
Ȳ −1n̂×

(
Y nEn + n̂×Hn

)

 , (C.21)

and

n̂ · F+ =


−Z̄−1n̂×

(
Z lH l + n̂×El

)
Ȳ −1n̂×

(
Y lEl − n̂×H l

)

 , (C.22)

we can make the forms, (C.21) and (C.11a) agree as well as (C.22) and (C.11b),
for the special case when Z l = Zn, i.e. when the material varies smoothly over
the element interface. We keep in mind that the boundary conditions to Maxwell’s
equations, i.e. (2.5a) and (2.5b), state that the tangential components of the fields
E and H are continuous in the absence of surface currents. In dielectrica with
zero conductivity, this is always the case. This means that we will be able to
substitute n̂ × E and n̂ × H , where E can mean either El or En, into our
upwind and downwind fluxes in (C.21) and (C.22). Hence we reach

n̂ · F− =


−Z̄−1n̂×

(
ZnH − n̂×E

)
Ȳ −1n̂×

(
Y nE + n̂×H

)

 , (C.23)

and

n̂ · F+ =


−Z̄−1n̂×

(
Z lH + n̂×E

)
Ȳ −1n̂×

(
Y lE − n̂×H

)

 . (C.24)
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Now, the final formulation of the spectral scheme, (3.7), includes the difference
between the upwind fluxes evaluated with the field values from the local element
l and the neighboring element n. This is to measure the numerical error made at

Figure C.3. Two neighboring el-
ements at the interface.

n
l

n = e^ ^
ξ

the element interfaces and account for that by using it in the penalty term. In the
real, continuous problem, the boundary conditions prescribe the continuity of the
tangential fields,

n̂×El = n̂×En, (C.25a)

n̂×H l = n̂×Hn, (C.25b)

but in the discrete problem, the equalities in (C.25a) and (C.25b) will not neces-
sarily be established. Therefore, it makes sense to construct the differences

n̂× (El −En), (C.26a)

n̂× (H l −Hn), (C.26b)

which serve as a gauge in terms of measuring the discrete numerical discrepancy
from the continuous problem. Substituting these into (C.23) instead of n̂×E and
n̂×H , the differenced upwind flux formulation used in the scheme becomes

n̂ · [F−
N ] =


 Z̄−1n̂×

(
Zn[HN ] − n̂× [EN ]

)
−Ȳ −1n̂×

(
Y n[EN ] + n̂× [HN ]

)

 , (C.27)

where

[EN ] = En
N −El

N , (C.28a)

[HN ] = Hn
N −H l

N . (C.28b)

and the subscript N stands for the numerical field solution.

Figure C.4. Two neighboring el-
ements split apart graphically to
show the notion of the ’l’ and ’n’
superscripts. The values El and
En are calculated for the same
geometrical point r, but El is
computed in element ’l’ whereas
En is computed in element ’n’.

E E
l n

nl
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Författare Projektledare

Godkänd av
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samt noggrannhetsordning analyseras.
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