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Chapter 1

Introduction

Radio networks are important components in tactical operations. In some sit-
uations the network needs to allow the radio units, so-called nodes, to freely
move through unknown terrain while still exchanging information. To achieve
tactical goals, the network must also sometimes be able to operate without the
use of pre-deployed infrastructure. One method for obtaining area-coverage and
robustness in this type of network is to enable the nodes to relay messages, thus
creating a so-called multi-hop network. To further improve the robustness of the
network, there should be no central nodes, i.e. the network management should
be distributed. Such mobile distributed multi-hop networks are usually referred
to as ad hoc networks.

A military ad hoc network must also supply a wide category of services [1],
e.g. group calls, situation awareness data, and intranet connections. The differ-
ent services can have different Quality of Service (QoS) demands, i.e. different
demands on delay, packet loss ratio, throughput, etc. An important component
in providing these services is the routing protocol, i.e. the protocol that finds and
determines by which route through the network a packet should be forwarded
on its way to its destination. The issue of finding a suitable routing protocol
for QoS in a military ad hoc network has been examined in [2]. The Fisheye
State Routing (FSR) protocol [3, 4, 5] was found interesting in this report since
the routing traffic is attenuated as it propagates through the network. This is a
proactive routing protocol that gives a node a good picture of the network near
itself, while it only has a vague picture of the network far away. The Fisheye
technique for spreading routing information is also similar to that of the Situa-
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tion Awareness service, where position information is disseminated through the
network.

A classical evaluation method for routing algorithms is to study the algo-
rithms behavior when the mobility is varied while keeping the network capacity
and the algorithms parameter settings relatively constant, see e.g. [6, 7]. In this
paper we analyze how efficient the FSR protocol is in a highly mobile ad hoc
network where the total network capacity is varied. We investigate the impor-
tance of the FSR parameter settings on the overall behavior of the algorithm, on
the network capacity available for user traffic, and on the accessibility a node
has to other nodes in the network. Furthermore, we try to determine whether
Fisheye State Routing can be used together with a Situation Awareness (SA)
service.

We conclude that the protocol is efficient in our highly mobile ad hoc net-
works since use of the Fisheye technique reduces the routing control traffic
while yielding a sufficient quality of routes. We also see that different FSR
parameter settings have a great effect on the user capacity available. From our
simulations, it can be determined that if a fixed parameter setting is to be used, it
must be based on the lowest capacity that can occur at any time in the network.
It is also possible to gain capacity by dynamically adapting these parameters
to network changes. Furthermore, it was possible to transmit SA messages to-
gether with routing control traffic and still fulfill the demands of position accu-
racy.

Thesis outline

The report is organized as follows. In Chapter 2 we introduce the Fisheye State
Routing protocol. In Chapter 3 we outline the Situation Awareness service.
Some definitions and equations necessary for the remainder of the report are
presented in Chapter 4. This is followed in Chapter 5 by a description of the
scenario at hand and of the assumptions and limitations we have used, and a
presentation of some basic traits of our networks. Our simulation results can
be found in Chapter 6, and in Chapter 7 we draw some conclusions. Finally, in
Chapter 8, we comment on future work. Some tables and figures that are useful
for further understanding can be found in the appendix.



Chapter 2

Fisheye State Routing

In this chapter we describe the Fisheye State Routing (FSR) protocol for wire-
less ad hoc networks [4]. It is a proactive link state protocol whose objective
is to keep control traffic low and still provide accurate information about the
routes. In Chapter 2.4 we introduce the parameters related to the protocol used
and subsequently analyzed in our simulations.

The FSR protocol uses the Fisheye technique, which was originally used
to reduce data required to represent graphical data. A node’s perception of its
surroundings, according to this technique, is similar to that of a fisheye, where
the level of detail is high near the “focal point” and decreases with the distance
from the focal point. This means that when a user packet is sent, the intermediate
nodes will have increasingly better routing information available as the packet
approaches its destination and will use this to gradually improve the route.

2.1 Data Structures

Each node running FSR has to maintain a neighbor list, a topology table, and a
routing table. In the neighbor list, the node keeps the addresses of all nodes one
hop away and the time they received the last information from that neighbor.
If the node does not receive any link state information from a neighbor for a
certain interval, the neighbor is removed from the neighbor list.

In the topology table, information about all destinations in the network is
stored. From this table, the node creates the routing table used for routing data
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messages. Each entry in the topology table consists of:

• A destination address

• A destination sequence number. This number is used to determine whether
the information is new or not

• Last heard time, i.e. the last time this entry was updated

• A list of the neighbors to each destination

• A flag for “Need To Send”, (NTS). This flag is set, for example, when
new information is added to a list entry and means that the node wishes
to send this entry to its neighbors.

The topology table is updated through update messages sent from neighbors.
An example of an update message is shown in Figure 2.1.

2.2 Sending Update Messages

To obtain lower levels of overhead traffic in a mobile network, the generation of
update messages is not event-driven, but periodic. When a node obtains a new
neighbor or loses one, it updates its neighbor list, topology table, and routing
table. However, the node does not generate an update message immediately.

To generate the nodes’ perception of their surroundings, each node divides
the network into a number of scopes. For a certain node vj , a scope is defined as
the set of destinations that it can reach within a given set of hops. The number
of scopes used to cover the network, and how they are chosen, i.e. how their
borders are chosen, differs, and is not specified in [3, 4]. An example where
three scopes are used is shown in Figure 2.2. Here, the scopes are defined so
that they contain nodes one hop away, two hops away, and three hops away,
respectively.

To each scope i we assign a time T i
s which decides how often node vj may

transmit information about the nodes in scope i to its neighbors. To reduce the
amount of traffic that is transmitted, the node only includes information about
nodes with certain periodicities and if the NTS flag is set to true. Furthermore,
the node sets the NTS flag to true for the entry in the topology table that contains
the node’s own topology data with the periodicity Tu regardless whether any of
the node’s neighbors have changed.
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Packet length Reserved

Destination address no. 1

Destination Sequence
number no. 1

Number of neighbors
N1

Neighbor address 1 to destination 1

Neighbor address 2 to destination 1
...

Neighbor address N1 to destination 1

...

Number of neighbors
NM

Neighbor address 1 to destination M
...

Neighbor address NM to destination M

Destination address no. M

Destination Sequence
number no. M

...

Figure 2.1: Proposed format of an update message [4].
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VA

VB

VC

VD

VE

VF

Figure 2.2: In this example three scopes are used when the network is repre-
sented the way node vA experiences it. Every node in the network divides its
destinations into different scopes.
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2.3 Receiving Update Messages

When a node receives an update information message, it first checks whether the
sender is a neighbor and if it is included in the neighbor list. New neighbors are
added, and the time the node last received an update message from the neigh-
bor is updated. Then the topology table is updated with the information. The
contents of all entries in the packet are studied. If it is a new destination, a new
topology table entry is created, and the NTS flag is set, since this information
needs to be forwarded. Otherwise, if the entry already exists in the topology
table, the sequence numbers are checked and compared. If the incoming en-
try has a larger sequence number than the existing number, the information has
changed, and the entry in the table needs to be updated. The NTS flag is set
since the information is new.

If, instead, the sequence number is lower, this means that the sender is not
updated with the latest information. No changes are made in the topology table
but the NTS flag is set and the information is forwarded. If the sequence number
is equal to the previous number nothing happens. When new information has
been added to the topology table, the routing table is also updated with the most
recent information about routes in the network. Information is also discarded
when it is too old.

2.4 Our Parameter Design

We have also chosen to let each node divide its surroundings into different
scopes i with a time T i

s to determine how often information about destinations
in this scope can be sent. We will describe this time as

T i
s = δ · scope update factor = δ · round(hα),

where δ is the minimum time between two updates, h is the distance in number
of hops to the nodes in this scope, and α determines the grade of attenuation
in the network. If we use α = 0, all nodes will belong to the same scope i,
i.e. the Fisheye technique will not be used. When using α ≤ 1, we know that
the number of scopes is equal to the maximum scope update factor, round(hα),
and we will get large scopes in this case. If, for example, α = 0.5, all nodes
within two hops will belong to scope 1 since the scope update factor is 1 for both
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�
δ 2δ 3δ 4δ 5δ 6δ

scope 1
may be sent
vA, vC , vD

scope 1 & 2
may be sent
vA, vC , vD

vB , vF

scope 1 & 3
may be sent

vA, vC
vD, vE

scope 1 & 2 scope 1 scope 1, 2 & 3

�

Updates its
own entry

�

Updates its
own entry

� �Tu = n · δ

Figure 2.3: An example of how the timers and scopes work when α = 1 and
n = 3.

h = 1 and h = 2. If, instead, α > 1, the number of scopes is always equal to
the maximum number of hops. The larger the value of α we use, the greater the
scope update factors will differ, i.e. the faster the routing traffic will attenuate.
Furthermore, we assume that the periodicity of the nodes self-generated update
messages is

Tu = n · δ,

where n is a parameter we can change to improve the performance of the algo-
rithm.

To exemplify the sending of update massages we use the example in Figure
2.2. We assume that the NTS flag is set for node {vA, vB, vC , vD, vE , vF } in
the topology table in node vA. Furthermore, we assume α = 1 and n = 3.
The destinations belong to different scopes and are therefore not sent out with
the same periodicity. This means that with a period of δ only destinations that
belong to the current scope may be sent. This can be seen in Figure 2.3.

Depending on where on the time axis we are in this example, for each δ we
look in our topology table and pick out the entries with the NTS flag set. Then
we need to check whether they belong to the current scopes. At time t = δ,
we can transmit information about node vA, vC and vD, but we cannot transmit
information about node vB and vF until t = 2δ.

A second timer is used to ensure that each node periodically transmits mes-
sages. With a period Tu = n · δ, the nodes update their own sequence number
and set the NTS flag. This is done even when no changes have occurred. As a
result, there is at least one new entry to transmit. Since every node does this,
many entries in the topology table will be updated and control traffic will flow
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even in a stationary net. It is also obvious from this that routing information that
is not always of importance will flow through the network.
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Chapter 3

Situation Awareness (SA)
Service

We briefly describe the SA service and provide examples of demands on posi-
tion accuracy for this service. Furthermore, we analyze how distribution of SA
information could be combined with routing control traffic.

3.1 SA Service

Having data concerning other nodes in the network, including their position,
speed, and direction of movement, is becoming increasingly important both for
avoiding unfortunate incidents (e.g. friendly fire) and for maintaining infor-
mation superiority. Therefore future communication networks will likely be
expected to support SA services. It is also likely that demands on position ac-
curacy for a node, for example, will vary, usually depending on the distance
between the node and one’s own node, see Table 3.1.

As an example of demands on an SA service, we present user requirements
in respect of position information. These requirements originate from scenarios
developed by, or in cooperation with, military personnel. In [1] and [8] these
requirements are presented as demands for position accuracy (in meters) for
nodes at different distances. In [9] and [10], the demands are expressed instead
as maximum time (in seconds) between updates.

If the maximum velocity of a node is known, the demands for accuracy in
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Distance [8] [10] [9] [1]
≤ 3 km 1 s 1 s 1 s 0.5 s
≤ 10 km 10 s 10 s 10 s 5 s
≤ 15 km 10 s 60 s - -
≤ 30 km 25 s 60 s - -
> 30 km - 60 s - -

Table 3.1: Example of required SA position accuracy for nodes with maximum
speed 70 km/h. The demands are expressed as maximum time (in seconds) be-
tween received updates from a node at a certain distance.

meters can be converted into accuracy in seconds. For the scope of this report,
time between updates is the more convenient alternative. An example of the
resulting different demands is shown in Table 3.1, where we assume that the
maximum speed of a unit is 70 km/h.

3.2 Distributing SA Information Using Routing Update
Messages

One method of distributing SA information is to attach the SA data to all out-
going packets. Another method would be to attach the SA data to only some of
the transmitted packets. But which ones? User traffic can be sporadic, both as
to when it is generated and to whom it is transmitted. Thus it cannot be used
since there is no guarantee that the SA data will reach all the nodes that may
be concerned. When using a proactive routing protocol, such as Fisheye State
Routing (FSR), the nodes continuously try to uphold routes to one another. This
means that periodically there will be routing control traffic flowing through the
network. An efficient method of distributing SA data might thus be to “piggy-
back” the SA data onto existing control traffic. Another advantage of this is that
the update messages already contain the node names. If the routing algorithm
and the SA service could exchange information, that would further improve the
combination. The routing algorithm could, for example, use the positions and
velocities of other nodes to predict route changes.

The amount and instances of routing control traffic varies, however, due for
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example, to the movements of the node. In a stationary network, where routes
have been established, control traffic is only generated by the updates each node
transmits about itself to its neighbors with period Tu = n · δ. The information
is then propagated throughout the network, eventually reaching all nodes, see
Chapter 2 for more information. These updates are the only packets that are
transmitted no matter what. Hence, they are the ideal candidates for piggyback-
ing SA data on. This, however, imposes the SA update demands on the FSR
protocol, i.e. only some FSR parameter choices will result in the fulfillment of
a given set of SA demands.
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Chapter 4

Performance Measures

In this chapter the methods for analyzing our results are presented. We will
define how we measure the route length and the amount of routing traffic, but
also how we combine them to analyze the fraction of the network’s capacity that
can be utilized for user data. Finally, we present a method for calculating the
delivery time for SA messages.

4.1 Definitions of Routing Traffic and Route Length

When analyzing the performance of a routing protocol, the amount of routing
traffic and the length of the found routes are of great interest. The availability
of the nodes is also of importance, i.e. how many of the node pairs that are con-
nected by single- or multi-hop. Minimum route length can often be achieved if
we accept a high cost. If we update the protocol immediately when changes oc-
cur, we will obtain high quality routes, but we will also generate a great amount
of routing traffic. If we instead minimize the routing traffic, our routing table
will contain inaccurate information, which will give us bad routes.

Routing traffic, RT , is defined as the total average amount of control traffic
per second generated in the network during the simulation. We have not consid-
ered that the routing traffic is inserted into packets, nor how these packets are
suited into the time slots of the Medium Access Control (MAC) protocol when
we have analyzed this parameter.

Route length is measured in number of hops. When using FSR to generate
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the routes, optimal route length is not always achieved. We have compared the
length of the routes that FSR has found with optimal route length, i.e.

Route length difference =
ĥr − ĥo

ĥo

where ĥo is the average length of the optimal routes and ĥr is the average length
of the routes found by the FSR. In cases where FSR has failed to find a route to
a destination that is possible with an optimal routing algorithm, no comparison
has been made. Furthermore, our comparison of route length does not take into
consideration how many of the possible routes that were actually found.

4.2 Utilization of Network Capacity

To get a measure that takes into account both the route length and the cost of
finding good routes, we assume that the total network capacity is G Bytes/s. If
all routes were optimal and we ignore the cost of finding them, the users could
transmit λmax = G/ho Bytes/s through the network, where ho is the average
length of a route. In a more realistic network, capacity is lost due to routing
traffic, imperfect routes, and incorrect routes, see Figure 4.1, i.e.

Network Capacity = User traffic + Routing traffic

+ Imperfect routes traffic + Incorrect routes traffic

We define S as the traffic generated in the network by the users. If ε is
the fraction of incorrect routes in the network, Sε is the part of the user traffic
that will be lost. Furthermore, U = S (1 − ε) is the part of the user traffic
that is successfully delivered to its destinations. We can then estimate the extra
traffic caused by longer, imperfect routes as U (hr − ho). The traffic caused by
incorrect routes is estimated as Sho (1 − ε), i.e. we assume that the traffic is
sent through the network and discarded at the (wrong) destination, see Figure
4.1. Using these assumptions, we get

G = λmax · ho = Uho + RT + (hr − ho)U +
ε

1 − ε
hoU .
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Routing traffic, RT/ho

Delivered user traffic
U = S(1 − ε)

Extra traffic
U(hr − ho)/ho

Lost user traffic
Uε/(1 − ε) = Sε

�

Input
traffic λ

�

�

User generated
traffic S

�

Figure 4.1: Illustration of the partitioning of the total network capacity into
different kinds of traffic.

To find optimum parameter settings for different network capacities G, we
can then maximize the fraction of user traffic, i.e.

Uho

G
=

U

λmax
.

This measure expresses how efficiently the total network capacity is utilized
when using a certain routing algorithm in the network.

4.3 How Old is the SA Information?

As mentioned in Chapter 3.2, the only way to attach SA data to routing control
traffic and still be able to guarantee distribution within a specific time frame is
to attach the data to the updates each node transmits about itself to its neighbors.
As mentioned before, these updates have a period of

Tu = n · δ,

hence the FSR parameters δ and n become important factors in fulfilling the
demands of maximum time (in seconds) between SA updates. Furthermore,
it is not enough to send SA information to immediate neighbors only. Nodes
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further away are also likely to require the information. It is therefore necessary
to calculate the delivery time of an update packet (with SA data attached) to any
given node in the network, i.e. how long it takes for the packet to transverse
different distances. Examples of update demands for position information from
other nodes, as a function of their distance to the receiving node, are presented
in Chapter 3.1.

Using the “worst case” approach, the delivery time ∆DT of an update packet
to a node at distance h hops can be calculated as

∆DT (h, α, δ, n) =

{
Tu + ∆delay = n · δ + ∆delay, h = 1
∆DT (h − 1, α, δ, n) + ∆delay + δ(h − 1)α h ≥ 2

where the FSR parameters α, δ, and n are defined in Chapter 2. The equations
can also be rewritten in a more compact form as

∆DT (h, α, δ, n) =

{
Tu + ∆delay h = 1
Tu + h · ∆delay + δ

∑h
k=2(k − 1)α h ≥ 2.

Furthermore ∆delay is the total “worst case” delay before the receiving unit
gets the packet once the FSR algorithm has determined that it is its turn for
(re)transmission. This delay is calculated as

∆delay = ∆transm + ∆MAC + ∆queue, (4.1)

where ∆transm is the time it takes a transmission to travel the longest possible
hop, ∆queue is the time spent in queue at the node, and ∆MAC is the maximum
delay at a node until the MAC (Multiple Access Control) protocol allows the
node to transmit.

We can now calculate how old the SA information, regarding a certain node,
is at a node as

∆SA(h, α, δ, n) = ∆DT (h, α, δ, n) ∀h (4.2)

when we use the definitions above. We can then, given the minimum length of
a hop, compare this with the demands in Chapter 3.1. We must thus choose our
FSR parameters α, δ, and n so that

∆SA(h, α, δ, n) ≤ ∆demand(h) ∀h (4.3)
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is fulfilled if we want to provide a good SA service.
An example of this is shown in Figure 4.2. Here node B is at a distance h =

1 hops from node A. Node A transmits its position as it passes 1, this message
is received in node B a time ∆delay1 later (just as node A passes position 2).
A time Tu after passing position 1, it is again time for node A to transmit its
position (position 3). The new position is received by node B after ∆delay2, and
by then node A is at position 4.

The maximum inaccuracy in position information occurs just before node B
receives the second position message - at this time node B presumes node A to
still be at position 1 when it is almost in position 4. The position information in
node B is at this time

Tu + ∆delay2

seconds old. This is in accordance with equation (4.2) where h = 1 and
∆delay2 ≤ ∆delay.

Node B passes the SA information on to node C, this means that the NTS-
flag for node A is set in node B’s topology table. Within δ seconds, this will be
noted since node A is in node B’s first scope (regardless of α) and a packet will
be transmitted. This packet will reach node C a time ∆delay3 ≤ ∆delay seconds
later. The resulting maximum position inaccuracy in node C, regarding node A,
will thus be

Tu + ∆delay2 + δ + ∆delay3 ≤ ∆DT (2, α, δ, n).

Node C then passes the information on to node D. Depending on the value of
α, node A might be in any of node C’s scopes and must wait until it is time
to transmit information regarding the correct scope. The waiting time is δ(h −
1)α seconds, the information is then transmitted and reaches node D a time
∆delay2 ≤ ∆delay later.
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pos 1
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B recieves
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B recieves
A at pos 3

t = 0
A at pos 1

t = ∆delay

A at pos 2
t = Tu

A at pos 3
t = ∆delay + Tu

A at pos 4
t

Figure 4.2: An example of the ageing of position information. Node B receives
SA information regarding node A at the same time as it receives routing update
messages. The information is then passed on to node C and D.



Chapter 5

Scenario and Assumptions

In this Chapter the scenario used for simulations is presented. Furthermore, to
be able to study the Fisheye State Routing protocol, it was necessary to limit
the problem somewhat and make certain assumptions. These limitations and
assumptions will be described and motivated in Chapter 5.1. Finally, some basic
traits of our simulated network are presented in Chapter 5.2.

5.1 Assumptions

The Scenario and the Mobility Model

In our scenario, we have 64 nodes from a mechanized battalion. The nodes com-
municate by radio and support multi-hop packet delivery. The radio network is
also assumed to be decentralized, i.e. all nodes are equal, thus increasing ro-
bustness. Nodes can join or leave the network. The network can be divided into
several smaller networks, e.g. due to terrain obstacles, and then united again.
Furthermore, the nodes use a Situation Awareness (SA) service to keep track of
each others movements.

The nodes are deployed in an area of 4x4 km. They move at a constant ve-
locity of 70 km/h, i.e. the maximum speed possible for a mechanized battalion,
thus resulting in a highly mobile scenario. To simplify simulations, no actual
mechanized battalion mobility patterns have been used. Instead, the nodes are
assumed to be independent of each other and are assigned a new random di-
rection at certain intervals. When a node reaches the border of the battlefield,
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it is assumed to turn back into the area in the same way that a ball bounces
(inelastically) off a wall, and then proceed in this new direction.

The Link Model

To put the FSR protocol in focus, we have assumed that the path loss encoun-
tered on a certain link is only a function of the link’s physical length (according
to the plane-earth propagation model), i.e. no terrains have been used. Further-
more, all nodes use the same transmission power, and we have assumed that no
congestion and no packet loss take place in the network.

We also assume that the MAC protocol is distributed (see e.g. [11] or [12])
and that it can also handle some form of scheduling (see e.g. [13] or [14]). This
means that the MAC protocol needs to maintain certain network information.
An important feature of this information, from a routing point of view, is that a
node is thus aware of at least its neighbors. A protocol that does this is a simple
Time Division Multiple Access (TDMA) protocol where each node has its own
time slot, i.e. no spatial reuse or traffic adaptation is used. This protocol will
thus be used for our SA calculations.

Routing Traffic

To get a picture of the network throughput due to routing control traffic, we
have made some assumptions concerning address lengths and packet sizes. At a
given moment, a node wants to share a number of rows in its routing table with
its neighbors. Each row in the routing table, see Chapter 2.1, consists of

• the address of the route destination

• the node’s latest known sequence number for the destination in question,
and the number of neighbors to that node.

• the addresses for the node’s neighboring nodes, see Chapter 2.

We have assumed that the size of an address is 16 bits, and that the destination
sequence number and information about the number of neighbors requires an-
other 16 bits. The average size of a packet containing one row of the routing
table (an entry) can then be calculated as

Average row size = A · (Nn + 1) + I = 16 · (Nn + 1) + 16 [bits],
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where A is the size of an address, Nn is the average number of neighbors a node
has in the simulation, and I is the information the package carries about each
destination’s sequence numbers and its number of neighbors. At a maximum, a
routing packet can carry information about all nodes in the network, i.e. in this
case 64 rows.

SA Calculations

The delivery of SA information is done according to Chapter 3.2. To be able to
calculate the delivery time ∆DT of a SA packet to a unit at distance h hops as
in Chapter 4.3, some further assumptions have to be made.

To calculate the time it takes for a transmission to travel the longest possible
hop, we need to know the distance covered by one hop. In [1], it is assumed
that it takes at most two hops, i.e. one transmission and one retransmission, to
traverse a distance of 3 km. From this assumption, we conclude that we cover
1.5-3.0 kilometers with one hop.

We also assume that there is no queuing for routing traffic in the network,
i.e. ∆queue = 0. This is a somewhat ideal approach but becomes more realistic
if we assume that small packets that arrive at a node are “bundled together” and
transmitted in the same time slot.

To calculate ∆delay in equation (4.1), we also have to consider the Medium
Access Control (MAC) protocol we use, i.e. TDMA. Furthermore, for these
calculations, we assume that an update packet with attached SA information
has a size of 500 bytes and that the link capacity is 2 Mbit/s. It can be noted
here that in our simulations each node had approximately 10 neighbors, which
means that in a packet of 500 bytes, 20 rows from the routing table can be fitted
into one packet. The length of a time frame in a TDMA protocol where each
node has one slot per frame to transmit in can be calculated as

tframe = Ntot
S

C
,

where Ntot is the total number of nodes in the network, S is the maximum
size of a packet that can be transmitted in one slot, and C is the maximum link
capacity. Using the assumptions made above, the length of a time frame in the
TDMA protocol used for our SA scenario is

tframe = 64
8 · 500
2 · 106

= 0.128 s.
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The length of a time slot in this protocol is tslot = S
C = 2 ms. For this protocol,

the longest delay before a node is due to transmit is the frame length. That is,
in equation 4.1, the worst possible situation with regard to the MAC protocol
is when ∆MAC = tframe. By further use of our previous assumptions, we can
now calculate the maximum value of ∆delay as

∆delay =
3000
3 · 108

+ 0.128 + 0 = 0.12801 s, (5.1)

since the transmission range is 1.5-3.0 km and we assume that there are no
queues.

5.2 Network Movement

To get a picture of what occurs in the network during the simulations, we will
show some basic results. Depending on the scenario, the amount of node pairs
in the network that are connected by single- or multi-hop will vary. If we have
100% connectivity, every node in the network can reach any node in the network
during the whole simulation. In a mobile network, it is of interest to see how
mobility affects the number of links that go up or down at any given time, and
the duration of the links. These link parameters are shown below in Table 5.1
for the different connectivities, φ. It can be noted that the link parameters are
quite similar between the two lower connectivities, and that a link spends 3-7
times as much time being down as being up.

When comparing the mean number of neighbors that a node will have for the
different connectivities, see Table 5.1, it can be noted that in a fully connected
network of 64 nodes, every node is in direct contact with more than 20% of the
possible destinations. For lower connectivities, this figure is lower.

In Figure 5.1, the probability density functions of the route length for the
three connectivities are depicted. When the network has full connectivity, both
the mean route length and the maximum route length are at their lowest. This
is a natural cause of the fully connected networks larger number of neighboring
nodes. A network that is not fully connected is generally more sensitive to
performance losses than a network with 100% connectivity. The route length is
longer in such a network, and a consequence of this is that if changes occur, the
delays in the network will be larger than in a fully connected network. We thus
focus the remainder of this report on networks with the demands of 90% and
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φ φ φ
90% 95% 100%

Mean time a link is up [s] 57 65 87
Mean time a link is down [s] 391 359 288
Mean number of changes in the network [1/s] 8.1 8.7 10.0
Mean number of neighbors 7.4 8.9 13.9
Mean route length [hops] 5.6 5.2 3.5
Max route length [hops] 24 23 9

Table 5.1: Some parameters that describe our 64-node networks and the move-
ment of the nodes.

Figure 5.1: Probability density functions of route lengths for the three different
connectivities 90 %, 95 % and 100 %. We can see that the route length increases
when the connectivity decreases in the network.
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95% connectivities, where we believe that the effect of the routing algorithm is
of greater importance.



Chapter 6

Results

This chapter presents the results from the different simulations carried out on
a network of 64 nodes and with the simulation time 3600 s. The connectivity
in the simulated networks, i.e. the amount of node pairs that are connected, is
90% and 95%. The parameter α, used to distinguish between scopes in Fisheye,
varies from 0 to 3.0, the time when a node will check its topology table to see
whether there is any information that needs to be sent, δ, varies from 0.1 to 4.9
seconds in the simulations. The parameter n that defines how often the node
will update its own entry and set its own NTS flag, expressed in times δ, will
vary from 1 to 6.

First we present some basic results concerning accessibility in the network,
routing traffic, and route length. In Chapter 6.4 we study the degree of utilization
of different network capacities, and in 6.5 the combination of SA service and
FSR is discussed.

6.1 Accessibility

An optimal routing algorithm would find a route between any node pair that can
be connected through single hop and multi-hop. Due to delays and inaccuracy
in routing tables, FSR will not find all these routes. To see how well the FSR
algorithm performs, the percentage of routes that FSR found, compared to those
found by an optimal routing algorithm, was studied. This percentage represents
a users accessibility to other nodes in the network. In figure 6.1, examples of
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Figure 6.1: Accessibility as a function of δ for a few combinations of α, n and
the network connectivity.

accessibility for different connectivities φ and with different parameter settings
are shown. We can see from this figure that accessibility decreases faster for a
network with 90% connectivity than for a network with 95% connectivity. One
reason for this is that the routes are longer in a network with low connectivity
and these routes are more difficult to find, see Chapter 5.2. We have required
that accessibility must be at least 95%, irrespective of the connectivity in the
network. By this demand we are forced to limit the possible parameter settings.

If we require that FSR finds at least 95% of the possible routes, we can
(for each combination of α and n) find a maximum value of δ that fulfills this
requirement, δmax, see Figure 6.1. If, for example, we look at accessibility
when α = 1.0, n = 3, and the network is connected to 95%, we see that for
δ ≤ 1.3 s the requirement is fulfilled. Accessibility decreases as α, n and δ
increase, due to more seldom updates of the routing table. The maximum δ for
all different combinations of α and n is shown in Table A.3 and Table A.2 for
connectivities 90 and 95%, respectively.
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Figure 6.2: Amount of routing traffic generated in our network for different
settings on α and n when the network is connected to 95%.

6.2 Routing Traffic

An important consideration regarding routing protocols is the amount of routing
traffic that is generated, i.e. how much overhead is necessary to maintain the
routes. It is, of course, desirable to minimize this traffic, thus leaving as much
as possible of the network capacity to user traffic. In this section, we will show
the results for FSR when we have tried to minimize the routing traffic.

When n increases, updates messages are generated with a larger periodicity.
If δ and α also increase, update messages are sent more seldom and the routing
traffic is attenuated. We thus get lower amounts of routing traffic when we
increase δ, α, and n. However, we also get lower accessibility and worse routes,
see Chapter 6.1.

Our demand for at least 95% accessibility gives us a maximum valid value of
δ. For a given set of FSR parameters (α, n), the minimum traffic load is always
given by δmax. This result is consistent for all choices of FSR parameters; an
example is depicted in Figure 6.2. The control traffic decreases as δ increases,
due to more seldom updates. If we let δ = δmax in a network with connectivity
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95%, we will find that the routing traffic is minimized for n = 1 and n = 2 when
α = 1.6. The difference between these parameter combinations is low, however,
and we can conclude that the choice of δ is the most important parameter if we
wish to reduce the routing traffic. Routing traffic load for the two connectivities
and all combinations of α and n when δ = δmax, is shown in Table A.4 and
Table A.5.

6.3 Route Length

To evaluate the quality of routes a routing algorithm gives us, we measure route
lengths. We have compared the route length FSR generates with the optimum
route length for different parameter settings. Route length was measured in
hops, and only routes that FSR found were compared with the optimum route
between the same pair of nodes. The accessibility is not considered here.

When comparing the different parameter settings, the lowest route lengths
were found for low δ, α and n. This is because the information about the routes
improves if we update the tables often. In Figure 6.3, route length difference is
shown as a function of δ for a few parameter combinations. This shows that α
and n do not affect the performance as much as δ does. It is crucial to choose a
low δ to be able to find the best routes. Unfortunately, this will generate a high
amount of routing traffic.

6.4 Utilization of Network Capacity

We have seen in Chapter 6.2 and 6.3 that different optimum values of parameter
settings were found when routing traffic and route length were minimized. If we
optimize the routing algorithm for minimizing the routing traffic, we get high
values for δ, α, and n thus generating rather bad routes. If we instead optimize
on route length, low values of δ, α, and n will be chosen and this will generate
a high amount of routing traffic. Neither of the two suggestions will thus give
the routing algorithm a good overall performance

To be able to find a good parameter setting that minimizes both routing
traffic and route length, we instead look at the fraction of total network capacity
that can be used for user traffic, see Chapter 4.2. The total network capacity
is divided into routing traffic, extra traffic, lost traffic, and user traffic. In an
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Figure 6.3: Quality of routes with FSR.

optimum network no routing traffic is needed, and all routes are found and are
perfect. Here we want to maximize the fraction of user traffic for different
network capacities, see Equation 4.1. This will give us optimum parameter
settings for different network capacities.

In Figure 6.4 we can see the fraction of user traffic that is possible as a
function of maximum network capacity for a few different cases when we have
95 % connectivity in the network. The algorithm needs a certain amount of
network capacity to be able to update the routing tables and retain accessibility
above 95%.

The choice of parameter settings is important for obtaining good perfor-
mance. The user traffic for fixed parameter settings are shown in Figure 6.4
as dashed curves. The parameter settings here are chosen to maximize perfor-
mance for a specific network capacity, G. These curves show that for a given pa-
rameter setting, the fraction of network capacity available to the user is greatly
affected by the total network capacity. If a fixed parameter setting is used, it
should be based on the lowest network capacity that might occur, otherwise the
loss in user traffic can be considerable. For example, if the network is optimized
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Figure 6.4: Fraction of the maximum user capacity available for user traffic in
the network.

for a capacity G = 107 bytes/s while the actual network capacity is G = 105

bytes/s, the capacity available to the user drops from 90% to 50% of the total
network capacity.

The solid curve in Figure 6.4 shows the optimum performance for our sce-
nario when using adaptive parameter settings, i.e. when the optimum FSR pa-
rameter setting is chosen for each network capacity. For the capacities shown
here, the optimum user capacity is achieved for α ≈ 1.5. This elucidates that
the Fisheye technique, for our type of networks, yields a higher capacity avail-
able for user traffic than a proactive link-state protocol without this technique,
i.e. where α = 0. However, if the total network capacity further increases, the
values for α, δ, and n decreases. This is due to the fact that for very high capac-
ities, it is important to keep the route length close to optimum, while the routing
traffic becomes insignificant.

In [4], there is a parameter proposal for FSR. When used in our network, it
results in an accessibility of 84%, thus not meeting our requirement. Still, this
dotted curve is shown in Figure 6.4, and it is obvious that this choice keeps the
user from fully taking advantage of the network capacities. The corresponding
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results from our simulation with 90% connectivity can be found in Figure A.1,
and the optimum parameter settings for different network capacities are shown
in Table A.1.

6.5 FSR and SA

The assumptions in Chapter 5.1 and in Chapter 5.1 enable us to calculate the
total “worst case” delay ∆delay ≈ 0.12801 seconds, see equation (4.1) and
(5.1). If we use this numeric value in equation (4.2), we get

∆SA(h, α, δ, n) =

{
Tu + 0.13 h = 1
Tu + h · 0.13 + δ

∑h
k=2(k − 1)α h ≥ 2.

Thus it becomes clear that the age of the position information, i.e. the delivery
time for the chosen type of routing control packet (see Chapter 3.2), to a node
only depends on the FSR parameters n, δ, α and the number of hops h the node
is from the source of the SA information.

Given the assumptions in Chapter 5.1, it is also possible to translate the de-
mands of maximum time between SA updates at different distances, see Chapter
3.1, into maximum time between SA updates at different number of hops away
from the source. By choosing a specific set of demands from Chapter 3.1, we
can calculate for which FSR parameter settings the set of demands can be ful-
filled. For a distance of h hops, it is then possible to express equation (4.3)
as

∆SA(h, α, δ, n) ≤ ∆demand(h)

∴
{

Tu + ∆delay ≤ ∆demand(1) h = 1,

Tu + h · ∆delay + δ
∑h

k=2(k − 1)α ≤ ∆demand(h) h ≥ 2
. (6.1)

For a distance of 3 km, i.e. at most 2 hops, this can be simplified to

∆demand(2) ≥ n · δ + 2 · ∆delay + δ
2∑

k=2

(k − 1)α

= 0.26 + δ(n + 1)

This renders n and δ the most important FSR parameters from an SA point of
view when the distance is short (≤ 2 hops). If, for example, we choose the
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demands in [10], the demand of SA updates at least every second for nodes
within a 3 km radius results in the following equation

∆demand(2) = 1 ⇒ δ(n + 1) ≤ 0.74

which effectively limits the values that can be used for n and δ.
The expression for delivery time to a node further away can be similarly

expressed but does not simplify as well. An example of how it looks for 7 hops
(≥ 10.5 km) is given below

n · δ + 7 · ∆delay + δ
7∑

k=2

(k − 1)α ≤ ∆demand(7)

⇒ 2 · ∆delay + δ
(
n + 1 + 2α + 3α + · · · + 6α

) ≤ ∆demand(7).

This shows how the FSR parameter α becomes increasingly important as the
distance (the number of hops) increases.

From the equation (4.3) or (6.1) we can discover for which parameter set-
tings the different SA update demands are fulfilled, see Table 6.1 for examples.
It must be noted that if a parameter setting is valid from an SA point of view, it
does not necessarily fulfill the accessibility demands presented in Chapter 6.1.
These must be taken into account before choosing parameter settings.

The first example in Table 6.1 fulfills the demands given in [10]; in the
second example the 3 km demand is the only change. We can see from this
that the demand on updates within 3 km is very decisive in our network for the
number of valid parameter settings that can be found. A valid parameter setting
here is one that fulfills all demands made, i.e. for 3 to 30 km. The last example
is based on the demands given in [1]. We can see that all these demands are
fulfilled for parameter settings with low δ and α. A consequence of this is that
we will yield low route lengths, but also a great amount of routing traffic.

Four examples of how the age of the SA information ∆SA, i.e. the position
inaccuracy, increases with the number of hops from the source of the SA infor-
mation are shown in Figure 6.5 along with the demands from [10]. The square
markers represent a parameter setting form Table 6.1, i.e. a setting that fulfills
the demands. As we can see from the diamonds, a small change of δ results in a
large change of packet delivery time for all distances. A change in n also effects
nodes at all distances, as can be seen from the asterisks. Furthermore, a larger
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3 km 10 km 30 km Valid {δ, n, α }
[10] 1 s 10 s 60 s {0.1, 1-6, 0.0-1.4}

{0.3, 1, 0.0-1.0 }
2 s 10 s 60 s {0.1, 1-6, 0.0-1.4 }

{0.3, 1, 0.0-1.0 }
{0.3, 2-4, 0.0-0.8 }
{0.5, 1-2, 0.0-0.6 }
{0.7, 1, 0.0-0.4 }

[1] 0.5 s 5 s 60 s {0.1, 1, 0.0-1.4 }

Table 6.1: Some examples of FSR parameter settings (right) that meets the SA
demands (left).

Figure 6.5: Example of how the routing control packets delivery time increases
with the number of hops for four different FSR parameter settings {δ, n, α}. The
demand [10] is shown as a gray line. The squares represent a valid parameter
setting {0.1, 1, 1.0}, the other markers represent settings where one parameter
is out of bounds: α = 1.6 (circles), δ = 0.7 (diamonds), and n = 6 (asterisks)
respectively.
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value of α results in a more exponential growth of delivery time which mainly
has effects on nodes some distance away and their ability to meet the demands,
see the circles. It should here be noted that the same effects results from much
smaller changes than those shown in Figure 6.5, the settings here were chosen
especially for illustrative purposes.



Chapter 7

Conclusions

In this report, we have studied the efficiency of the Fisheye technique in a highly
mobile ad hoc network. We have also investigated the effect of badly chosen
parameter settings compared to optimal parameter settings, and the possibilities
of combining the SA service with the Fisheye State Routing algorithm.

From our simulations, we conclude that the Fisheye technique is efficient
in the mobile ad hoc networks studied, since the maximum user capacity is
achieved when the routing control traffic attenuation is prominent. We can also
gather from the simulations that FSR will suffice in a highly mobile network.

A high fraction of the network capacity can be made available to the user
with the right parameter settings, see Figure 6.4. The optimum, with respect to
different network capacities, is achieved when the FSR parameter settings can
adapt to the available capacity. In a network where it, for practical purposes,
is necessary to use a fixed parameter setting, there can be heavy losses in user
capacity if badly chosen parameter settings are used. Our results show that, if
the total network capacity varies, it is crucial to choose the parameter settings
based on the minimum network capacity predicted.

It can also be noted that in a real network, finding suitable parameter set-
tings for all occasions will be very difficult for the user. It would hence be ad-
vantageous if the algorithm could automatically adapt its parameter settings to
changes in the network environment. Also, by adapting the parameter settings,
higher user capacity can be achieved.

We found that it is possible to combine the transmission of SA messages
with the update messages used in the FSR algorithm. Parameter settings were
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found that fulfilled the SA demands, but required frequent updates in the net-
work. This implies good routing information in the network, but also a high
amount of routing traffic. Thus the efficiency of this combination depends on
the maximum user capacity in the network.



Chapter 8

Future Work

An interesting area for future work would be to study how FSR works in an
environment with adaptive data rates, i.e. where the “cost” of using a link is a
function of the transmission time. Furthermore, we want to compare the per-
formance of FSR with that of a reactive routing algorithm, for example AODV
[15], with and without the use of adaptive data rates.

Another issue is whether FSR performance can be improved by allowing
the parameter settings to vary based on the behavior of the network. It would
be interesting to let different nodes use different parameter settings in the net-
work, depending on their traffic situation and the dynamics of their immediate
environment. It would also be interesting to change certain functions in the FSR
algorithm. The phase of initialization could be shortened, and the routing traffic
that is transmitted in the network could also be divided into different classes to
provide quality of service. Old and new routing information should be transmit-
ted with different priorities through the network.
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Appendix A

In this chapter we have collected the results that are not shown earlier but might
interest the reader.

φ = 95% φ = 90%
λ [Bytes] α n δ α n δ

104 1.6 2 1.3 1.2 1 0.9
105 1.6 1 1.3 1.4 1 0.7
106 1.4 1 0.3 1.0 1 0.3
107 1.4 1 0.1 0.8 1 0.1
108 0.4 1 0.1 0.2 1 0.1

Table A.1: Optimum values of α, n, and δ for the different connectivities φ.
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x = 1 x = 2 x = 3 x = 4 x = 5 x = 6
α = 0 3.7 2.3 1.7 1.3 0.9 0.9

α = 0.2 3.7 2.3 1.5 1.1 0.9 0.9
α = 0.4 3.3 2.1 1.5 1.1 0.9 0.7
α = 0.6 2.9 1.9 1.5 1.1 0.9 0.7
α = 0.8 2.7 1.7 1.3 1.1 0.9 0.7
α = 1.0 2.3 1.7 1.3 0.9 0.9 0.7
α = 1.2 2.1 1.5 1.1 0.9 0.7 0.7
α = 1.4 1.7 1.3 1.1 0.9 0.7 0.7
α = 1.6 1.7 1.3 0.9 0.7 0.7 0.5
α = 1.8 1.5 1.1 0.9 0.7 0.7 0.5
α = 2.0 1.1 0.9 0.7 0.7 0.5 0.5
α = 2.2 0.9 0.7 0.7 0.5 0.5 0.5
α = 2.4 0.9 0.7 0.5 0.5 0.5 0.3
α = 2.6 0.7 0.5 0.5 0.5 0.3 0.3
α = 2.8 0.5 0.5 0.5 0.3 0.3 0.3
α = 3.0 0.5 0.3 0.3 0.3 0.3 0.3

Table A.2: Maximum δ [sec] values that fulfill the requirement of 95% access-
ability when the simulated network is 95% connected.
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x = 1 x = 2 x = 3 x = 4 x = 5 x = 6
α = 0.0 1.9 1.3 0.9 0.7 0.5 0.5
α = 0.2 1.9 1.1 0.9 0.7 0.5 0.5
α = 0.4 1.5 1.1 0.7 0.7 0.5 0.5
α = 0.6 1.3 0.9 0.7 0.5 0.5 0.3
α = 0.8 1.1 0.9 0.7 0.5 0.5 0.3
α = 1.0 0.9 0.7 0.5 0.5 0.3 0.3
α = 1.2 0.9 0.7 0.5 0.5 0.3 0.3
α = 1.4 0.7 0.5 0.5 0.3 0.3 0.3
α = 1.6 0.5 0.5 0.3 0.3 0.3 0.3
α = 1.8 0.5 0.3 0.3 0.3 0.3 0.1
α = 2.0 0.3 0.3 0.3 0.3 0.1 0.1
α = 2.2 0.3 0.3 0.1 0.1 0.1 0.1
α = 2.4 0.1 0.1 0.1 0.1 0.1 0.1
α = 2.6 0.1 0.1 0.1 0.1 0.1 0.1
α = 2.8 0.1 0.1 0.1 0.1 0.1 0.1
α = 3.0 0.1 0.1 0.1 0.1 0.1 0.1

Table A.3: Maximum δ [sec] values that fulfill the requirement of 95% access-
ability for a network with 90% connectivity.
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x = 1 x = 2 x = 3 x = 4 x = 5 x = 6
α = 0 2.1 1.8 1.7 1.6 1.9 1.6

α = 0.2 2.0 1.8 1.9 1.9 1.9 1.6
α = 0.4 1.5 1.8 1.8 1.9 1.9 2.0
α = 0.6 1.4 1.8 1.7 1.9 1.9 2.0
α = 0.8 1.3 1.7 1.7 1.7 1.8 1.9
α = 1.0 1.3 1.4 1.5 1.9 1.6 1.8
α = 1.2 1.2 1.4 1.5 1.7 1.9 1.6
α = 1.4 1.3 1.3 1.3 1.4 1.6 1.4
α = 1.6 1.2 1.3 1.5 1.6 1.4 1.9
α = 1.8 1.3 1.2 1.3 1.4 1.3 1.6
α = 2.0 1.5 1.3 1.4 1.3 1.6 1.4
α = 2.2 1.7 1.5 1.2 1.5 1.4 1.3
α = 2.4 1.7 1.4 1.6 1.4 1.3 1.9
α = 2.6 2.0 1.8 1.4 1.2 1.9 1.8
α = 2.8 2.7 1.7 1.3 1.9 1.7 1.6
α = 3.0 2.6 2.7 2.0 1.7 1.5 1.4

Table A.4: Routing Traffic, [104 Bytes], generated in the total network during
the simulation when the network is 95% connected. Minima are shown in bold
text.
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x = 1 x = 2 x = 3 x = 4 x = 5 x = 6
α = 0 0.33 0.26 0.26 0.25 0.28 0.23

α = 0.2 0.31 0.31 0.25 0.25 0.28 0.23
α = 0.4 0.27 0.28 0.32 0.24 0.27 0.22
α = 0.6 0.24 0.30 0.29 0.33 0.27 0.38
α = 0.8 0.25 0.25 0.25 0.30 0.25 0.37
α = 1.0 0.25 0.27 0.31 0.26 0.38 0.34
α = 1.2 0.22 0.23 0.26 0.23 0.34 0.30
α = 1.4 0.24 0.25 0.22 0.32 0.29 0.26
α = 1.6 0.31 0.23 0.34 0.28 0.26 0.24
α = 1.8 0.29 0.36 0.30 0.25 0.22 0.63
α = 2.0 0.42 0.30 0.25 0.22 0.60 0.54
α = 2.2 0.39 0.27 0.69 0.61 0.54 0.48
α = 2.4 1.1 0.83 0.64 0.56 0.50 0.43
α = 2.6 1.0 0.75 0.57 0.49 0.44 0.40
α = 2.8 0.99 0.69 0.52 0.44 0.39 0.36
α = 3.0 0.96 0.65 0.48 0.40 0.36 0.33

Table A.5: Routing Traffic, [104 Bytes], generated in the total network during
the simulation when the network is 90% connected. Minima of each row are
shown in bold text.
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Figure A.1: Fraction of the network capacity available for user traffic in the
network with 90% connectivity .
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