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Chapter 1

Introduction

1.1 Background

In future military operations, the armed forces must be able to operate against a
variety of threats (from heavy armor to irregular forces), in a variety of environ-
ments, including urban, mountainous and forested terrain, and under jamming
threats, sometimes while remaining covert. This will require a very flexible
command, control and communications system that can be adapted to the pre-
vailing situation.

Since different parts of the network experience very different situations,
these different parts must be able to autonomously adapt to the prevailing lo-
cal situations and exploit them for maximum efficiency. The network must also
handle platforms that move at great speed while still retaining connectivity. A
tactical network may be partitioned or fragmented into parts, which will require
all parts to function autonomously, i.e. distributed network control. In many
situations hostile jammers may be present, and the loss of any unit is possible.

Therefore, the fixed communication infrastructure cannot be relied upon,
and fast self-configurable networks must be deployed quickly. A common fea-
ture of such networks is that they are not pre-planned, and area coverage is
achieved by letting the radio units relay the messages, i.e. a multi-hop network.
Distributed multi-hop radio networks are often referred to as ad hoc networks.

All services the network will provide must be simultaneously handled by the
system, and each of them has different service demands. The upholding of such

FOI-R- -1059- -SE
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requirements is usually denoted as Quality-of-Service (QoS) guarantees. One
of the most challenging problems today in ad hoc network research is upholding
QoS guarantees.

An important design issue for mobile ad hoc networks is Medium Access
Control (MAC), i.e. how to avoid or resolve conflicts due to simultaneously
transmitting radio units.

Most existing MAC protocols for ad hoc networks use contention-based ac-
cess methods, i.e. a user attempts to access the channel only when it actu-
ally has packets to send. The user has no specific reservation of a channel and
only tries to contend for or reserve the channel when it has packets to transmit.
This has clear advantages when the traffic is unpredictable. More specifically,
the most frequently used protocols are based on carrier sense multiple access
(CSMA) [1], i.e. each user monitors the channel to see if it is used, and only
if it is not will the user transmit. However, this is done in the transmitter while
collisions appear in the receiver, which can lead to the so-called hidden terminal
problem, i.e. a user senses the channel is unused, but the receiver is occu-
pied by another user beyond the user’s sensing range. A way around this is to
first transmit a short request-to-send (RTS) and then send the message only if a
clear-to-send (CTS) is received. This is the general principle of the IEEE 802.11
standard [2], which at present is the most investigated MAC protocol. However,
several successive RTSs can be lost, which makes delay guarantees difficult.

Efforts have been made to guarantee QoS in CSMA-based medium MAC,
see e.g. [3], but contention-based medium access methods are inherently inap-
propriate for providing QoS guarantees.

One of the most important QoS parameters in many applications is delay
guarantee, which is specifically sensitive to the MAC.

One approach where delay bounds can be guaranteed is time division mul-
tiple access (TDMA), i.e. the time is divided into time slots, and each user
receives its own time slot.

Unfortunately, in sparsely connected networks this is usually inefficient. But
due to the multi-hop properties, the time slots can often be shared by more than
one user without conflicts. This will automatically be the case with dynamic
MAC protocols like CSMA, since a user’s access to the channel will affect only
a local area.

However, to achieve both high capacity and delay guarantees one can use
spatial reuse TDMA (STDMA) [4], which is an extension of TDMA where the
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Figure 1.1: A 9-node network.

capacity is increased by spatial reuse of the time slots, i.e., a time slot can be
shared by radio units geographically separated so that only minor interference
is obtained.

An STDMA schedule describes the transmission rights for each time slot.

In figure 1.1 we show an example of a graph representation of a 9-node
network. In this we can see that communication between nodes 1 and 9 must be
relayed by nodes 2 and 3. An STDMA schedule could assign link ��� ��, ��� ��,
and ��� �� to transmit simultaneously, since they are sufficiently far from each
other. Another set could be ��� ��, ��� 	� and �
� ��, but not ��� ��, ��� 	�, and
�
� �� since, at least in this example, we are using omni-directional antennas,
and the transmission of node 3 would interfere with the reception of node 2.

Unfortunately, the nodes will be moving, and nodes that can transmit si-
multaneously without conflict at one moment will probably not be able to do
this later. Therefore, the STDMA schedule must be updated whenever some-
thing changes in the network. For example, this can be done in a centralized
manner, i.e. all information is collected into a central node which calculates a
new schedule. This schedule is then propagated throughout the network. The
schedules designed this way can be very efficient since the central node has all
the information about the network. Several centralized algorithms have been
proposed [5–7]

However, for a fast-moving network this is usually not possible. By the
time the new schedule has been propagated it is already obsolete, due to node
movements. Furthermore, it is not a robust solution, since the loss of the central
node can be devastating for network communications.

Another way to create STDMA schedules is to do it in a distributed manner,
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i.e. when something changes in the network, only the nodes in the local neigh-
borhood of the change will act upon it and update their schedules without the
need to collect information into a central unit.

The problem of designing distributed STDMA schedules is well addressed
in the literature. Several algorithms for mobile ad hoc networks have been pro-
posed. Few of these have been implemented into functional systems, but one of
these, USAP [8], is used for the generation of multi-channel STDMA schedules
in the soldier phone radio [9], which is designed as an ad hoc radio for military
use in mobile environments. USAP will be further described in chapter 3.

In this report we describe the properties a distributed STDMA algorithm
should have in order to be efficient. We also study the existing STDMA algo-
rithms and see what methods they use to fulfil these properties. No existing
STDMA algorithm can fulfill all these properties, although the most complete
USAP [10] fulfills several of them. STDMA has great potential, but so far work
is still required to make it sufficiently efficient to be competitive. Therefore we
focus on how to use distributed information and describe an algorithm that can
efficiently handle different amounts of information.

We evaluate this algorithm and show that it can give the same capacity as
a centralized scheme with the same information. Furthermore, we show how
capacity decreases with information reduction.

1.2 Outline

In Chapter 2 we describe the interference-based network model we have used.
This gives us information about when links can be used simultaneously without
a conflict. We also describe the difference between node and link assignment.
Finally, we describe the more traditional graph model since most existing work
is based on this.

In Chapter 3 we give a more detailed description of which properties a dis-
tributed STDMA algorithm should have to be of use to us. Furthermore we
describe the previous work in the area of distributed STDMA scheduling and
how well the different algorithms fulfil the properties we require.

In Chapter 4 we describe the central parts of a distributed interference-based
STDMA algorithm and in Chapter 5 we evaluate this algorithm and show that
it gives as good a result as a centralized approach if they are given the same
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information. We also evaluate the algorithm for different input information.
Finally, in Chapter 6 we make some concluding remarks and discuss further

work.
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Chapter 2

Network model

This chapter introduces the network model we use and the assumptions required.
We start by describing the interference-based model of a radio network. This
model gives a realistic description of when users can transmit on the channel
without conflicts. Traditionally for ad hoc networks, the most frequently used
model is graph-based. Such a model is much simpler to use, but its ability to
describe the communication channel is not very good. This model will also be
described, since it simplifies the description of already existing algorithms in
Chapter 3.

2.1 Interference-Based Scheduling

For any two nodes, �� and �� where �� is the transmitting node and �� �� ��, we
define the signal-to-noise ratio (SNR), ��� , as

��� �
������ ��

�r
� (2.1)

where �� denotes the power of the transmitting node ��, ���� �� is the link gain
between nodes �� and �� , and �r is the noise power in the receiver. For conve-
nience, we define ��� � 
 corresponding to the physical situations of a node not
being able to transmit to itself.

We say that a pair of nodes �� and �� form a link ��� �� if the signal-to-noise
ratio (SNR) is not less than a communication threshold, �C. That is, the set of

FOI-R- -1059- -SE
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links in the network, �, is defined:

� � ���� �� � ��� � �C� . (2.2)

For a set of links, � � �, we define the transmitting nodes:

	T��� � ��� � ��� �� � �� .

For any link, ��� �� � �, we define the interference as follows


���� �� �
�

����T������

������ ��� (2.3)

Furthermore, we define the signal-to-interference ratio (SIR):

����� �� �
������ ��

��r � 
���� ���
� (2.4)

We assume that any two radio units can communicate a packet without error
if the SIR is not less than a reliable communication threshold, �R.

Furthermore, we assume that a node cannot transmit more than one packet in
a time slot and that a node cannot receive and transmit simultaneously in a time
slot. For simplicity we assume a fixed transmission power and omni-directional
antennas. However, the use of power control and directional antennas is quite
easy to include in interference-based scheduling compared with graph-based
scheduling. This is important, since it has been shown that adaptive antennas
can have a vast improvement on network capacity [11].

2.2 Node and Link Assignment

Traditionally, there are two different assignment methods for STDMA.
In a node-assigned schedule, a node is allowed to transmit to any of its

neighbors in its slot. If the schedule is to be conflict-free, this means that we
have to guarantee that we will not have a conflict in any of the neighboring
nodes. In a link-assigned schedule, the directed link is assigned a slot. A node
can then only use this slot for transmission to a specific neighbor. In general this
knowledge can be used to achieve a higher degree of spatial reuse. The effect is
higher network throughput [12] (at least for unicast traffic).
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In this report we will concentrate on link assignment, often referred to as
link activation. This is mainly done because it more intuitively (and efficiently)
can handle advanced nodes with abilities like power control and adaptive anten-
nas. Furthermore, using link assignment we can extend the transmission rights
(LET – Link assignment with Extended Transmission rights), which gives huge
improvements [13].

In the following, we describe the criteria needed for a set of links to be
able to transmit simultaneously with sufficiently low interference level at the
receiving nodes.

We say that a link ��� 
� is adjacent to link ��� �� � � iff ��� �� � ��� 
� �� �.
Furthermore we define ���� as the union of all adjacent links to the links in �.

We assume that a node cannot transmit more than one packet in a time slot
and that a node cannot receive and transmit simultaneously in a time slot.

The assumptions that a node cannot transmit more than one packet in a time
slot and that a node cannot receive and transmit simultaneously in a time slot,
can also be described as that a set of links � and the set of its adjacent links
���� must be disjoint:

� ����� � �� (2.5)

The signal-to-interference criteria (2.4) gives the following condition

����� �� � �R 	 ��� �� � �� (2.6)

If the above two conditions, (2.5) and (2.6), hold for a set of links � � �,
we say that the links in � can transmit simultaneously.

We will say that the schedule generated by a distributed STDMA algorithm
is conflict-free if equations (2.5) and (2.6) are valid for all links in any time slot.

2.3 Graph-based Scheduling

The traditional approach in designing reuse schedules is to use a graph model
of the network.

Given a graph, a reuse schedule can be obtained by studying the set of edges.
One problem with this approach is that, depending on how the graph is chosen,
it may result in schedules with serious interference in terms of SIR.
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In the graph-based method, a graph representation �� is chosen. To repre-
sent the radio network as a directed graph, we denote by �� the directed graph
that is obtained by defining the set of nodes 
 as vertices and the set of edges �
as follows

��� �� � � if and only if ��� � � ,

i.e. the set of edges is the set of node pairs with SNR not smaller than �.
The schedule is then designed from the graph �� . Interferences from other

nodes are not taken into account. The traditional method for link assignment
given a set of edges is to say that two links ��� �� and ��� 
� can use the same
time slot if and only if:

� �� �� �, and 
 are all mutually distinct, and

� ��� 
� �� � and ��� �� �� �.

The first criterion is based on a node not being able to receive and transmit
simultaneously in the same slot. The second criterion is that a node cannot
receive a packet from more than one node in the same slot. For a more precise
description of this problem see [14].

Observe that the above criteria are not sufficient to guarantee that the as-
signment is conflict-free in terms of SIR, as defined in the previous section. The
assignments that fulfil the above two criteria do not necessarily fulfil the SIR
criterion given in condition (2.6). They may therefore not be able to transmit
simultaneously according to our definitions. We illustrate this with a small ex-
ample.

Example 1
In figure 2.1 we see the edges obtained for a sample network by

choosing the threshold �� to be �� dB.
Now, assume that links (2,4), (7,5) and (8,9) have been assigned

the same time slot. This is possible according to the graph model
of the network. If all of these nodes transmit at the same time,
the SIR calculated at node 5 will only be 1.6 dB. This is because
the SNR between node 5 and 8 is just below what is needed for
communication, and SNR between 5 and 7 is just above.
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Figure 2.1: The graph �� obtained for � � �� dB of a small sample network
consisting of ten nodes.

From the example we see that the graph approach if applied as above will
result in serious interferences.

However, graph-based algorithms can still be useful. One method of avoid-
ing the serious interference levels shown in the example above is to base the
schedule on a graph where node pairs with SNR less than �C are also included
as interference edges [15]. The edges with SNR lower than �C will not be as-
signed time slots, but only be used in the test criterion. By considering a graph
�� and letting � take a value �I smaller than �C, the set of edges will contain
not only the links but also interference edges, which represents the case when
the signal from one user is too weak to be used for communication but is still
strong enough to interfere. We will call �I the interference threshold. This is a
threshold that will also be used for distributed interference-based scheduling.

This two-level graph model can be used to create interference-free sched-
ules. However, the two-level graph-based scheduling must be done in a more
careful manner than interference-based scheduling, since it has less information
and thereby needs higher margins to generate conflict-free schedules [16]. Up
to one third of the network capacity can be lost. This is highly undesirable, es-
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pecially if the network changes slowly. In such cases it is not necessary to send
information about the network often, which results in low overhead independent
of the used model.

Notice that an alternative way to do graph-based scheduling is to assume
that there are interference edges from all nodes at exactly two hops distance.
By doing this we include most of the worst interference edges with the addi-
tional benefit that we do not have to determine exactly which interference edges
there are. This is a more practical way to include interference information than
the two-level graph we describe above since it might be difficult to detect all
interference links (or at least detemine which one that is the sender).

A drawback with this method is that it may overestimate the interference
caused by two-hop neighbors thereby give a more careful form of scheuling
(assigns less time slots) than the two-level graph model (which is more careful
than interference-based scheduling). We may also have interferences not con-
sidered from nodes further away. To alleviate this last problem, this method
can be generalized to all nodes at � hops distance, but that of course makes the
scheduling even more careful. This method has for example sometimes been
used in USAP [8].

2.4 Traffic in Multi-hop Networks

The relaying of traffic in multi-hop networks causes a considerable variation
of the traffic load on the links. To achieve large capacities, efficient traffic-
controlled schedules have to compensate for this problem.

In a traffic-controlled schedule, links or nodes can use several slots, see [17],
according to the traffic load. We define ��� as the number of slots allocated to
link ��� �� within a frame in a schedule.

In our traffic model we assume point-to-point traffic, i.e. a packet entering
the network has only one destination. However, it is easy to expand the traffic
model to other forms of traffic, e.g. multicast traffic.

Packets enter the network at entry nodes according to a probability func-
tion, ����� � � 	 , and packets exit the network at exit nodes. When a packet
enters the network, it has a destination, i.e. an exit node from the network.
The destination of a packet is modeled as a conditional probability function,
������� ��� �� � 	 
 	 , i.e. given that a packet has entry node �, the probabil-
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ity that the packet’s destination is � is ������. For simplicity we will assume a
uniform traffic model, i.e. ���� � ��� , and ������ � ���� � ��, where � is
the number of nodes, � � �	 �. This assumption will not affect our results since
we use traffic-controlled schedules, thereby compensating for variations caused
by the input traffic model.

Let � be the total traffic load of the network, i.e. the average number of
packets per time slot arriving at the network as a whole. Then, ������ � ��� is
the total average of traffic load entering the network in node �� with destination
node �� . As the network is not necessarily fully connected, some packets must
be relayed by other nodes. In such a case, the traffic load on each link cannot be
calculated until the traffic has been routed.

Now, let � denote the routing table where the list entry ���� �� at �� � is a
path from entry node � to exit node �. Let the number of paths in � containing
the directed link ��� �� be equal to ��� .

Further, let ��� be the average traffic load on link ��� ��. Then ��� is given
by:

��� �
�

��� � ��
����

The maximum traffic load giving bounded packet delay is commonly re-
ferred to as the throughput of the network. We define the throughput as the
number �� for which the following expressions hold for all traffic loads �

�
� � �� yields bounded delay �
� � �� yields unbounded delay �

The maximum throughput for a link assigned schedule can be written as [13]

��L � ���
�����

��� � �����
�L���

� (2.7)

where �L is the length of the link-assigned schedule, i.e. the number of time
slots in the schedule.
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Chapter 3

Distributed STDMA Algorithms

In this chapter we will give a more formal definition of the properties we seek
in a distributed algorithm. We will also describe the existing algorithms for dis-
tributed STDMA scheduling with their advantages and disadvantages for our
purposes. Specifically, we will describe some of the newer (and most interest-
ing) algorithms.

Most older algorithms are either node or link assigned, commonly referred
to node and link activation, whereas many of the newer algorithms handle both
of them. There is really little difference when we design a distributed algorithm—
if we can design a distributed algorithm for one of the methods, it is not so much
work to do the same for the other. This is one of the reasons most newer algo-
rithms are adapted for both. As previously mentioned, in this report we will
concentrate on link assignment.

In the following we list some of the desired properties of a distributed
STDMA algorithm.

1. No central control; the algorithm is run in parallel in every node in the
network. This is necessary if we want a robust system that can handle the
loss of any node and is the basic meaning of the term “distributed”.

2. Only local information is exchanged and needed. As the other corner-
stone of the term “distributed”, the information propagation must be lim-
ited. However, we do not make any specific definition of the term “local”,
except that global information about the network is not needed.

FOI-R- -1059- -SE
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3. Local adaptation to topological and traffic changes must be possible.
(Ripples are permitted if the probability of updates decreases with dis-
tance from the change.) This is an addition to the previous two assump-
tions that prevent “unstable” algorithms.

4. The algorithm should be able to efficiently handle large changes in the
number of nodes and density of the network. (By “efficiently” we mean
that it should not just be able to create a valid schedule but also perform
close to the results of a centralized algorithm in a number of very different
scenarios). In particular, changes in the network density will be usual in
military scenarios and situations where all nodes are gathered at one place
(with maximum density as a result) will occur.

5. Adaptivity to traffic; the algorithm should be able to adapt to the different
needs of the different links. There is considerable variation of traffic over
the different links of the network due to the relaying of traffic in multi-hop
networks. An STDMA algorithm must adapt to this in order to be efficient
[7]. Furthermore, one of the main advantages of STDMA is its ability to
provide QoS. In order to go beyond one slot per frame guarantees (or even
reach this for a single flow), traffic adaptivity is a must.

6. Using an interference-based network model. The graph-based network
model is currently the most used network model for ad hoc-networks.
However, this model does not reflect reality sufficiently well in many of
our scenarios. In fact, in order to use a graph-based model we need to be
more “careful” in our scheduling, resulting in much lower efficiency. Fur-
thermore, a graph-based model has more difficulty in handling properties
7 and 8.

7. The algorithm should adapt to the level of mobility. In relatively static
networks, we can get a very good picture of the situation, e.g. precise
path losses and power levels which could be used to make a more efficient
schedule. In a high mobility network the only information that may be
possible to transmit might be the existence of neighbors. The algorithm
should perform well under these circumstances too. The radio channel
is the scarce resource in our network and should be used as efficiently as
possible.
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8. The algorithm should handle (exploit) heterogeneous nodes in the net-
work. Some nodes may have more advanced abilities than others, e.g.
adaptive antennas, able to use variable data rate, lower noise levels and
similar abilities. Moreover a node might have the same radio as the rest
of the nodes but have other properties, e.g. in terms of mobility. A heli-
copter is one example of this kind of node, another is a node that is known
to be immobile.

The first three of these properties are handled by all algorithms that claim to
be distributed, although point three is difficult to assess without actual simula-
tions. For the rest of the properties there are considerable variations.

Most older algorithms need at least information about the number of nodes
and node density. Actually, several of the papers, see e.g. [18, 19], prove that
their algorithm can create schedules with length dependent on the maximum
density of the network. However, unless methods not mentioned in the papers
are added, this gives a fixed frame length throughout the network. This means
that a change in the number of nodes or an increase in network density might
force a global update of the network. This will probably not happen as often
as normal updates, but it is still highly undesired. To avoid such global up-
dates these parameters must be chosen to be worst case, which usually results
in unnecessary complexity and inefficiency. Therefore, fixing the length of the
schedule is a simple solution, but it does not handle the situation of varying the
number of nodes in the network very well. If the number of nodes increases and
the network density gets high (many neighboring nodes), the fixed frame length
may not be sufficient. If the number of nodes decreases, this may result in an
unnecessary long schedule with its added load of complexity. In many older
algorithms [18, 20, 21] we end up with a schedule of fixed length (or less than
this length) depending on the network density and size.

Newer algorithms use different approaches. The most interesting of these is
probably what we could call the �	 principle, used in [10,22]. The frame length
is varied in different parts of the network (and also over time). The frame length
as seen by a node or a link is of length �	. If the density increases in a local
area, � can be increased by one in this area. This does not cause any changes
outside this local area. If all nodes in the area can receive their slots in the first
half of the frame, the schedule can be decreased.

However, it is difficult to say how well this works and how efficient sched-
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ules are created if we have large changes in the number of nodes and/or density,
but it is a method worth investigating further.

Traffic control is only rarely included in the algorithms. Although many
newer algorithms include the ability to assign more than one time slot to a link
or node, see e.g. [10, 23], a more specific description of how and when some
of the links receive extra time slots is usually omitted. One exception is [24],
where each link can request a bandwidth, although the bandwidth it receives is
proportional to its request compared with the other links’ requests.

Another solution is described in [25], where virtual circuits are assigned
time slots (or rather each link along the virtual circuit). This gives traffic sensi-
tivity because a link can carry more than one virtual circuit.

Most distributed STDMA algorithms assume a very simple graph model,
which can give poor results [16], and usually they are not easily expanded
to an interference-based model. Many can be expanded to a two-level graph
model, but this gives a considerable decrease in throughput compared with an
interference-based model. One exception to the use of graph-based scheduling
is [26], but this paper investigates extremely large systems and does not use time
slotted systems.

The existing distributed algorithms are generally designed for the high mo-
bility case, and the graph model does not convey sufficient network information
for efficient scheduling in a more stable scenario. For high mobility, though, it
is probably not possible to convey more than this information, which suggests
that the accuracy of SIR information should decrease with increasing network
mobility. How much information should be conveyed to the local neighborhood
for a specific mobility rate (as compared to the link data rate) is still an open
issue. For very high mobility we end up with the same information as a graph
model gives.

No existing algorithm so far has considered heterogeneous nodes, although
some investigation on more advanced node capabilities such as adaptive anten-
nas has been done [27].

3.1 Common Solution

Several different proposals for a distributed STDMA algorithm exists, but many
of them have a similar principle. We will first describe this common algorithm,
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after which we will continue by describing how the different algorithms differ.
This common algorithm can be described by the following steps:

� Nodes that have entered the network exchange local information with
their neighbors (depends on the algorithm but is usually a list of neighbors
and of assigned slots and their priority (node identity))

� The node/link with highest priority (without an assigned slot) in its local
surroundings assigns itself a time slot.

� The local schedule is then updated, and a new node/link has highest pri-
ority. This process is then continued until all nodes receive the number
of time slots they are supposed to have; usually one because few of these
algorithms are traffic sensitive.

Two different versions of this class of algorithms can be seen. One method
is for a node to wait until all links of higher priority have received a time slot and
then assign itself a time slot (usually the lowest numbered). Another alternative
is to finish the scheduling for each time slot, i.e. each link waits until others of
higher priority are assigned or blocked. If any of the other links are assigned,
the link will be blocked, otherwise it may assign itself the time slot. In practice
these two alternatives give the same result, but they are implemented in slightly
different manners.

In figure 3.1 we give a small example of this. For illustrational purposes
we use node assignment here. This is because we can show how the algorithm
works with a smaller network and fewer time slots. For the first time slot, no
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node has any time slot assigned to it. We assume that the node with the highest
node ID has highest priority. When we use a graph-based model, the local
neighborhood for node assignment is a two-hop radius. No node two hops away
can be allowed to transmit, since the intermediate node can be the receiver. A
node three hops away, or more, will not affect any of the possible receivers.

In this example, two nodes have highest priority in their local neighborhood
in the first time slot. These two nodes are number � and 
, and they assign
themselves the first time slot. In the second time slot these nodes have been
removed from competition, and nodes 	 and � now have the highest priority.
These are also assigned and consequently removed. In time slot three, we have
nodes � and �. Finally, the last slot is number four, in which nodes � and �

receive their time slots.
One difference between algorithms of the common solution is how the link

in step two is chosen, i.e. which node has the highest priority in a time slot.
The usual method [18, 25, 28] is to assume that all links have some kind of pre-
defined priority and the highest priority will win (as in the example). Another
method to determine priority is to study how many other links a link is blocked
by. The link that can be blocked by most other links will have the highest
priority [22]. The effect will be that links that are difficult to schedule will be
scheduled first, thereby avoiding time slots in the end of the frame with only
one assigned link.

In [14] the scheduling starts with a schedule where each node has its own
time slot, i.e. the usual TDMA slotting. Then the common algorithm is run
in each of these time slots to increase spatial reuse. The TDMA slots can then
be used to transmit the information required for the common algorithm. This
solution obviously has problems with changes in the number of nodes in the
network, and unlike most other algorithms it is not easy to transform into link
assignment. Node ID is used as priority here (lowest ID - highest priority). This
gives highly unfair schedules, since the node with the lowest node ID will be
assigned to all slots in which it is not blocked by the owner of the time slot.
In [20] a reservation channel is used instead for the nodes to assign themselves
time slots.

The other big difference between all these algorithms is in how information
is distributed in the local neighborhood. Exactly how this is done is not always
clearly defined, TDMA slots in [14] are one example, another is [20], which
assumes a separate reservation channel that is used to assign time slots. The
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control channel is divided into a request segment and a confirmation segment,
both of which are divided into � slots, one for each node. The earlier mini-slot
a node has in these segments the higher priority the node has. This is mainly
described for a situation where reservation is done for each time slot. However,
they also describe how to make long-term assignments. This reservation method
gives nodes with mini-slots early in the reservation phase a higher likelihood of
assigning themselves many time slots. In order to avoid unfairness, they suggest
that a round robin algorithm should be used, i.e. the priority of the nodes is
cycled. This solution can also be used in [14].

In [25] some of the time slots in the frame belong to a control segment.
Three consecutive time slots of these control slots belong to each node. In
the first of these slots (request time slot) a node �� may send a request for an
assignment of a forward link ��� �� (including information on slots in which
this might be possible). In the second slot (announce time slot) the receiver
of the link, node �� , answers with an assignment of slots which is possible to
use for both nodes. In the third slot (confirm time slot), node �� transmits the
assignment again (and more information). The last information is mainly to
update ��s neighbors that might not have been able to hear node �� .

Other methods for updates also exist, but they are all based on a simple
graph model. It is not always easy to upgrade these methods to more advanced
network models, even to a two-level graph model.

In general, if we assume a graph-based model, the common solution requires
knowledge about all two-hop neighbors and how they are scheduled.

3.2 PANAMA

The Pairwise Link Activation and Node Activation Multiple Access (PANAMA)
protocol is so far the most advanced of a series of algorithms developed by L.
Bao and J.J Garcia-Luna-Aceves. The most interesting aspect of these algo-
rithms is that a node only needs information about which two-hop neighbors
it has, i.e. it requires no information about the scheduling of other nodes, as
algorithms of the common solution would need.

The Collision-free Topology-dependent Multiple Access (CTMA) [24] pro-
tocol was the first of these algorithms. It is node assigned scheduling with no
traffic adaptivity. Time is divided into blocks, sections and parts. One specific
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Figure 3.2: The CTMA slot schedule.

section of a block is a membership section used for updating neighbor informa-
tion. This is shown in Figure 3.2.

A so-called message digest �� is calculated for each node with the help of
a section seed and ID number for itself and its two-hop neighbors.

� A node is only allowed to transmit in one (chosen) part of each section.

� Within this part, a node transmits in time slot � � �� mod �
, where �
 is
the length of a part.

� If two or more nodes contend for a time slot (they have the same �), they
concatenate their �� and node ID, and the node with the highest value
wins the slot.

� If no node has occupied the slot within the local area of a node, any node
may compete for the slot using a similar principle as that in step three.
However, a node may only compete for slots in this way in its chosen
part.

As long as a node has correct information about its local neighborhood, all
these calculations can be done simultaneously in each node, and exact schedul-
ing information is therefore not necessary.

In [29], CTMA have been developed into three different algorithms: Node
Activation Multiple Access (NAMA), Link Activation Multiple Access (LAMA),
and Pairwise link Activation Multiple Access (PAMA). NAMA is close to CTMA,
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but the frame structure have been changed; a special periodic random access slot
is added after a number of regular scheduled slots. Nodes use their regular slots
for neighbor information if possible and random medium access control of the
special slot if this is not possible, e.g. new nodes.

LAMA and PAMA uses receiver-oriented Direct-Sequence Spread Spec-
trum (DSSS) in addition to time slotting, i.e. a transmitter chooses a code
corresponding to the receiving node. PAMA is fully link assigned scheduling,
whereas LAMA allocates groups of outgoing links, which is useful for multicast
traffic. The DSSS codes (as well as scheduling time slots) are determined with
a similar principle as the message digests for CTMA. There is no description
of how neighbor information is updated for these protocols, but since neither of
them is scheduled to reach all neighbors with one transmission, they probably
require more overhead than NAMA.

These algorithms acheive traffic adaptivity by assigning multiple pseudo
identities for each node or link.

The PANAMA protocol [30] was developed to handle unidirectional links,
but also has other improvements of the previous algorithms. Instead of a mes-
sage digest, a pseudo-random function giving values between 0 and 1 is used.
The priority of a link ��� �� is then given as � � ��

�
������� �� ��, where

�� is the required bandwidth of the link and � is the time slot. Traffic adaptivity
can therefore be done without pseudo-identities.

Time is assumed to be divided between node activation (NAMA-UN) and
link activation (PAMA-UN), where UN stands for Uni-directional Networks.
Both of these use DSSS, but with transmitter-oriented codes unlike LAMA and
PAMA, i.e. each transmitter is given a code of its own.

Except for the dividing in time between the assignment methods, the frame
structure of PANAMA is similar to NAMA and PAMA.

The overhead of all these algorithms is minimal. However, this minimal
amount of information also gives very little information for the scheduling to
perform well under relatively static situations and to take advantage of more
advanced nodes. For example, if a node has lower priority than another node in
its local neighborhood, it will refrain from transmitting even if the other node
with higher priority cannot transmit because of another node with even higher
priority further away. For high mobility cases, it might be interesting, though,
since overhead is minimal.

Another problem can be delay guarantees, since it is difficult to predict ex-
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Figure 3.3: The FPRP slot schedule.

actly when a node or link will be able to transmit due to the unpredictability of
a pseudo-random function.

3.3 Five-Phase-Reservation Protocol and E-TDMA

These algorithms were developed by C. Zhu and M.S. Corson [23, 31, 32]. In
these algorithms, nodes may reserve slots by contention-based access. We start
with a description of the Five-Phase-Reservation Protocol (FPRP) and then con-
tinue with Evolutionary TDMA (E-TDMA).

The FPRP is a contention-based protocol that uses a five-phase reservation
cycle to establish TDMA slot assignment. The frame structure of FPRP starts
with a Reservation Frame (RF) and continues with a sequence of Information
Frames (IF). Both of these frame types consist of � slots. Each reservation
slot is dedicated to the reservation of a corresponding information slot (in all
following IFs until next RF). A reservation slot is composed of Reservation
cycles, which each consist of a five-phase dialog. The slot structure of FPRP is
shown in figure 3.3.

These five phases are:

1. (Reservation Request phase - RR) If a node wants to make a reservation,
it sends a message during this phase with probability �. Such a node is
referred to as a Requesting Node (RN). The rest of the nodes listen to the
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channel for RR packets.

2. (Collision Report phase - CR) A node can detect zero, one or more RR
packets. If more than one is received, it is detected as a collision. Nodes
that detect such collisions send CR packets.

3. (Reservation Confirmation phase - RC) If an RN hears no CR packets, it
assumes there were no collisions and it will become a Transmission Node
(TN). Such nodes send RC packets to its neighbors.

4. (Reservation Acknowledge phase - RA) In this phase a node acknowledges
an RC it has received. If a TN is not connected to any other node, it will
not receive an RA packet and the node will be aware of its isolation. The
same result also happens if the node’s only neighbor is another TN. It also
informs nodes two hops away that the node has become TN in the slot.

5. (Packing/Elimination phase - P/E) Every nod that is two hops away from
a TN sends a Packing packet, because such nodes cannot contend for the
slot anymore and this can be used for changing the contention probability
for nodes three hops away. TNs send elimination packets with a probabil-
ity of 0.5 in case there is another TN adjacent to it. If a TN receives such
a packet, it will receive in the slot instead.

FPRP has a significant overhead, and there is always a risk that the assign-
ment will fail. The problem with random updates is that slots may be unused
because of colliding packets.

Evolutionary TDMA (E-TDMA) is an extension of FPRP, which is more
advanced [23]. The TDMA channel here is divided into two parts, interleaved in
time: the control epoch and the information epoch. In the control epoch, nodes
follow the control schedule, which is a node-assigned schedule in which each
node is assigned one slot. This slot is used to exchange information between the
nodes. In the information epoch, nodes follow the information schedule and the
data traffic is transmitted. Both node and link assignment can simultaneously
be used in the information epoch. The slot structure of E-TDMA is shown in
figure 3.4.

An information epoch has ! information frames, and each consists of �
information slots. The control epoch has two phases: a contention phase and an
allocation phase. A contention phase is divided into � contention slots, which
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Figure 3.4: The E-TDMA slot schedule.

each consists of a number of FPRP cycles. In the �th contention slot a node
can contend for the �th temporary color. A temporary color is a permission to
reserve new information slots (in the information schedule) or one of the  
permanent colors. A permanent color is necessary for exchanging scheduling
information in the allocation phase.

An allocation phase consists of� allocation frames (A), each corresponding
to a temporary color. The first A frame (A1) has  � � slots, corresponding
to the  permanent colors and the � temporary colors. Slots corresponding
to the temporary colors are placed last in the frame in reversed order. For each
consecutive A frame the number of slots decreases with one from the back, so
that in the �th A frame the last slot corresponds to the �th temporary color. All
of the slots prior to this one are used only to transmit information about the
schedule and neighborhood. The only new assignments allowed can be done in
the last slot. The node can now reserve a permanent color or information slots
(or both), since it has all the information it requires to do this.

An advantage of E-TDMA over other reservation protocols [31,33] is that it
only needs to acquire the channel once, even if it needs more than one time slot.
Furthermore, unlike FPRP a node or link keeps an assigned time slot and does
not have to reserve the channel each time it has packets to transmit.

It is not clear how efficient these algorithms are under realistic situations.
They might be especially sensitive to hostile jamming, since in many of the
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phases of FPRP a node listens for collisions. For example, if a hostile node
transmits noise during phase two, an RN node will sense this as a collision
of CR packets, and thereby assume that its assignment failed. This is highly
unwanted in a military scenario.

3.4 USAP

The Unifying Slot Assignment Protocol (USAP) was developed by D.Young [8]
at Rockwell Collins to manage the TDMA slot and channel assignment in their
soldier phone program, i.e. USAP can be seen as multi-channel STDMA. It
handles the information needed to create the distributed database of slot allo-
cation information. USAP to the best of our knowledge is the only distributed
STDMA algorithm that has been commercially developed and implemented into
a functional system.

Rockwell Collins has continued to develop USAP since the first paper was
published in 1996 [8]. The most up-to-date paper is [10], which describes USAP
Multiple Access (USAP-MA), which is a set of heuristics that run on top of
USAP.

The description below will be based on this paper. USAP-MA can be seen
as an advanced variant of the common solution. However, most of the algorithm
description handles other issues than the actual assignment of time slots.

USAP-MA handles both node and link assignment in a flexible fashion so an
instantaneous mix that matches the applications can be achieved. A node shares
the following information with its neighbors in order to have the information
required for choosing non-conflicting transmit allocations.

� Allocations where a node is transmitting.

� Allocations where a node is receiving.

� Allocations where a node’s neighbors are transmitting.

When a node wants to allocate a slot, it knows which slots are available so
it simply adds the information to the transmitted data. It can then either wait
for acknowledgments from all its neighbors before the slot is used, or it can
use it for data traffic immediately if momentary conflicts, caused by mobility or
conflicting allocations, can be tolerated.
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Figure 3.5: The USAP-MA TDMA slot structure.

The USAP-MA frame structure is shown in figure 3.5. Each frame is divided
into three parts. First, a number of bootstrap minislots are used for exchanging
the network information required for the assignment of the rest of the slots.
Second, there are broadcast slots, which are node allocation slots used to support
datagram services and other control traffic that nodes need to share.

Third, there are reservation slots, which are link allocation slots. A number
of frames form a cycle, and all three parts can have different cycle lengths, i.e.
we have a bootstrap cycle, broadcast cycle and a reservation cycle.

An example of the number of slots in each frame and frames in each type
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Figure 3.6: The USAP slot schedule.

of cycle is also given in [10]. These choices are also given in figure 3.5. Each
frame is 125 ms and consists of 13 bootstrap minislots, 2 broadcast slots and
8 reservation slots. The bootstrap cycle is 4 frames. If each node is given a
bootstrap slot of its own, 52 users can be handled by the system. However,
other solutions than giving each node its own minislot are suggested, and we
will discuss them later. The broadcast cycle is 4 frames, which gives 8 nodes
that can transmit on a channel in a local neighborhood. The reservation cycle
repeats every frame.

If the reservation slots are not allocated in a local neighborhood, they act
as standby broadcast slots. For example, as shown in figure 3.6, reservation
slot zero R0 acts as broadcast slot for node zero B0 in the first frame F0, reser-
vation slot one R1 acts as broadcast slot for node B1 and so forth. However,
since reservations usually last many frames, a reservation would block a spe-
cific node if this were repeated in every frame. Instead the corresponding nodes
are shifted one step for each frame, i.e. in frame two reservation slot zero R0
acts as broadcast slot for node B1 and so forth.

The result of this is that when there are no active reservations, all slots are
node assigned, and as reservations increase, the part of the channel that is node
assigned gradually decreases.

A permanent assignment of an own bootstrap slot to each node is the most
efficient solution for small networks. However, for large networks it is necessary
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to dynamically assign these slots. In a dynamic solution a new node that wants
to enter the network starts by listening for the bootstrap information of the other
nodes. It then chooses a slot of its own. If no other node has this slot in the local
neighborhood, the node will keep it. If conflicts occur, the node will learn this
from the other node’s USAP information and choose a new slot.

The dynamic assignment of bootstrap slots is based on the �	 principle pre-
viously mentioned in this chapter. The bootstrap cycle length will be determined
depending on the density of the local neighborhood. If the nodes try to assign
themselves the lowest possible slot index, then the size of the bootstrap cycle
can be chosen as the lowest power of two larger than the highest assigned slot.

Some of the more advanced features of USAP-MA deal with the problem
of handling changes in network density. This is a very important problem that
few algorithms handle well. USAP has two methods for handling such changes:
Adaptive Broadcast Cycles and Channelized Neighborhoods.

Adaptive Broadcast Cycles (ABC) is a similar to the adaptive bootstrap cy-
cles described above. ABC employs nested subdivisions of the fixed length
cycle for the nodes to reuse unused slots.

For example, a 4-node neighborhood works as if the broadcast cycle were 2
frames, while a 16-node neighborhood would work as if it were 8 frames. How-
ever, the cycle length of the shift of acting broadcast slots can have a different
value, see [10] for examples. In the 4-node neighborhood this requires 4 frames.
The number of frames in the broadcast cycle will increase with powers of two.
As previously mentioned, this also results in an overlap of half of the slots if
the broadcast cycle is changed one step up or down. A node continuously looks
for broadcast slots with lower index numbers in order to pack all nodes’ broad-
cast slots in a local area into the first half of the schedule, thereby allowing the
broadcast cycle to decrease one step.

USAP also uses the method of Channelized Neighborhoods (CN) to handle
too large densities for the maximum cycle length, i.e. instead of further dividing
the broadcast cycle in time we separate them in channels instead. When a node
is not transmitting, it rotates its receiver on the different channels in order to
hear from each transmitter. When it has rotated over the different channels, it
has heard all other nodes within the neighborhood except those that transmit in
the same slots as it does. The number of nodes that does this is the same as the
number of channels that is used. Each transmitting node knows which of the
others are listening to its transmission so it can choose packets with the correct
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receiver. However, traffic that should reach all other nodes must be retransmitted
as many times as the number of channels used, unless we can listen to and
receive from all channels simultaneously, something that is not assumed in [10].
However, it is easy to conclude that CN would be more efficient if nodes could
receive on more than one channel simultaneously, especially for broadcast and
multicast traffic.

Nodes that transmit in the same time slot will not be able to communicate
directly; instead they must relay their traffic through another node.

USAP is by far the most complete algorithm for creating distributed STDMA
schedules. It is even implemented into a functional system. It has several pos-
itive properties, e.g. its ability to handle changes in node density. It has been
developed under a rather long time for the purpose of implementing it into a
product. This means that most problems with algorithms of this type probably
have been encountered and dealt with. It is difficult, however, to determine how
efficient it is. The conveying of information in the bootstrap slots is quite in-
dependent of the situation in the network. As much information (and the same
information) will be transmitted in a static network as in a highly mobile net-
work.

Also, USAP in its present form is graph-based scheduling (although a vari-
ant that considers interference as described in Section 2.3). It might be possible
to change this to interference-based scheduling without too drastic changes, but
exactly how to do this is not clear. One possibility is therefore that USAP could
be used as a base for more advanced STDMA algorithms, since it has several
properties that are highly interesting. It does not fulfill all our required proper-
ties in its present form, though.

3.5 Conclusions on Existing Solutions

A lot of work has been done on distributed STDMA, but no existing algorithm
fulfills all our required properties. Of the algorithms we have described USAP
is the most interesting but not even this algorithm has all the listed properties
that are desired for reliable and efficient communication on the battlefield.

However, although none of these algorithms can fulfill our properties they
have functions that will be useful when designing such an algorithm.

All the algorithms described have been designed with the purpose of giving
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an acceptable solution, rather than a solution that handles the channel as effi-
ciently as possible under different situations. A more systematic approach to
the design of STDMA algorithms is lacking. What is an efficient schedule in a
specific scenario? How is such a schedule created? Exactly which information
is needed and how much in each case?

We know that the more information about the network we have the better
schedules we can create, thereby increasing the total capacity of the network.
However, increasing information also increases the overhead. This means that
the amount of information the algorithm has about the network should vary
depending on the situation.

The use of interference-based scheduling can give us the means to vary the
amount of information. So far no distributed STDMA algorithms have tried to
use this.

In the next chapter we will describe an interference-based STDMA algo-
rithm that creates an efficient schedule with a given amount of information about
the network. This algorithm does not care how it receives the information, but
simply acts on the information it has received. The purpose of this is to investi-
gate how efficiently we can use distributed information.

To do such an investigation we compare the efficiency of schedules created
with different amount of information, ranging from complete information to
very little information (Chapter 5). We will also discuss what information it
needs and the consequences of limited information. The algorithm must be so
general that it can handle all the properties we have described in this chapter.

In future work, we will develop methods to convey this information and in-
vestigate how much it will cost in overhead. Finally, we will develop a complete
algorithm that includes the control information and gives as efficient schedules
as possible in every situation.



Chapter 4

Interference-based Scheduling

This chapter describes the first steps toward an algorithm that fulfills the prop-
erties we listed in the previous chapter. Most specifically we will concentrate
on its interference-based property.

We will start by describing how the nodes generate the schedule when they
have sufficient information about their local neighborhood, and from this which
information they require to do so.

4.1 How to create a schedule

We will base our distributed STDMA algorithm on the common method de-
scribed in the previous chapter. This class of algorithms is most easily updated
to handle an interference-based network model. In short, it can be described by
the following steps:

� Nodes that have entered the network exchange local information with
their neighbors.

� The link with highest priority in its local surroundings assigns itself a time
slot.

� The local schedule is then updated, and a new link has highest priority.
This process is then continued until all slots are occupied.
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We will include traffic sensitivity through the link priorities, i.e. a link that
needs many time slots will have high priority more often than a link with low
priority.

The algorithm will be made interference-based by using interference infor-
mation, i.e. we transmitt and use interference information when we decide
whether links can transmit simultaneosly. We will use the term local neigh-
borhood of a link ��� �� to mean those links that will be taken into consideration
when a link determines whether it can transmit simultaneously with all other
assigned links. Links outside the local neighborhood will not be considered and
therefore no information about these links is assumed. Exactly how large this
neighborhood is will be discussed later.

In the following we will assume that each link has a given schedule length
� . This length is not necessarily the same length in all parts of the network and
may change over time. But this will not change the basic scheduling process.

The STDMA algorithm is run in parallel for each link, i.e. each link can
be seen as a separate process which will be run at the receiving node of the
link, which means that each node will run a process per incoming link. These
processes can be in three modes: active, waiting, or asleep.

� Active: In this mode, the link has the highest priority in its local neighbor-
hood and will subsequently assign itself a time slot. Which time slot is
chosen if more than one is available will be discussed later. A link process
can be in this mode because of the existence of unused slots or because
the link’s share of the time slots in its local neighborhood is too low. It
can then steal time slots from another link. We will describe later under
which situations this may be permitted. Information about which time
slot is chosen and its new priority will be transmitted to its local neigh-
borhood. After this, the link process can stay in this mode or change into
one of the others.

� Waiting: In this mode, a link wants §to assign itself a time slot, but another
link has higher priority. The link will wait its turn. However, since time
slots are taken by active users, the link may change into asleep mode
instead if all time slots are taken and the link does not have the right to
steal slots.

� Asleep: In this mode, there are no available slots for the link and it simply
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waits for a change of the network, either in topology or in traffic levels.

4.1.1 Link Priority

Link priority decides in which order the links may attempt to assign themselves
a time slot. The link priority can depend on many things, but the most important
will be the number of time slots the link is assigned, ��� , and the traffic of the
link, ��� . Since both these values are changing, the link priority is constantly
changing.

The priority value of a link ��� �� will be ���
���

, where the lowest value has the
highest priority. The motivation for this comes from the maximum throughput
formula (2.7). The links with the highest priority (lowest value) will be the links
which limit the maximum throughput of the network. The network throughput
will not rise above zero until all links with traffic levels above zero have received
at least one time slot. An obvious consequence of this is that all links in a local
neighborhood will receive at least one time slot before any of the links receive
more than one slot. This will be the case, for example, when a new schedule is
initiated.

4.1.2 Theft of Timeslots

Sometimes, the relative traffic levels will change in a local area (or other changes
may take place). This will result in a situation where a link has a smaller propor-
tion of the time slots than its priority value merits. If there are free slots, the link
may assign itself slots until it is on a similiar priority level as its surrounding
links. However, if no time slots are free, the link can sometimes steal time slots
from other nodes.

The policy for assigning time slots in the case of free time slots is always
that the link which limits the throughput will be the one that receives an extra
time slot. This is also the case when a link is permitted to steal a time slot.
When stealing a time slot, the local network throughput must increase.

This means that a link ��� �� is only permitted to steal a time slot from an-
other link ��� 
� if the priority value of the stealing link is lower than the other
link’s priority value after the loss of a time slot, i.e.

���
���

�
��� � �

���

�
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The theft of time slots means that it is the link with too few time slots that
reacts to unfairness situations. This is a better solution than if links that have
too many time slots would give them up since such a link can never know if
the time slot can be used by the link with too few time slots. The time slot can
always be blocked by another node further away.

4.1.3 When does a link change mode?

We have so far described the different modes of a link process and how the pri-
ority is calculated, but we have not been very detailed about the circumstances
under which a link process changes mode. In the following, we give events that
can cause changes in an ad hoc network and which consequences they have.

� Increased interference level on a link due to mobility. The link cannot use
the slot and deallocates it. This has two consequences. First, ��� decreases
for the link which decreases the priority value for the link. The link may
now have a value so low that it is permitted to steal a time slot from
another node. Second, since the link deallocates the time slot, another
link may now have a free slot, which it may allocate itself.

� Decreased interference level on a link due to mobility. A link may have a
free time slot that was previously blocked, which it will allocate to itself.
This increases ��� , which might result in another link stealing a time slot
from the link.

� A link breaks: This stops the link process, and all assigned time slots will
be deallocated. This will have similar consequences as when a link gives
up a time slot due to interference, although this can happen to many time
slots simultaneously, thus affecting more links. However, a link break can
also have consequences for the routing, which affects ��� . The priority
values in the neighborhood, or even further away, may change. This may
lead to significant schedule changes.

� A link is created: This creates a new link process (or restarts an earlier
process). We make the assumption that ��� for the new link is set to a
value greater than zero, which results in a priority value of zero. This
means that the link will assign itself a time slot if one is available or
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otherwise steal one from a link with more than one time slot. A new link
can also lead to a rerouting of the traffic, which may have consequences
further away.

� A new node is added to the network: This can be seen as several links that
are added simultaneously.

� A node disappears from the network: This can be seen as the removal of
several links at once.

� Rerouting or other traffic changes: This can result from link failures, links
created or changes in the input traffic to the network. This changes the
priority of the links, which can cause time slots to be stolen.

Some other things can also be mentioned. First, with more complex links
we may have a variable link data rate. In such a case ��� may not necessarily
be an integer. Second, if a link has one of its time slots stolen, it sometimes
has the opportunity to steal a time slot from a link further away from the link
that initiated the theft. Third, it is also possible that the local frame length is
not sufficiently long for as much traffic adaptivity as we would like, or even
long enough to give all links a single time slot. In this case, the local frame
length must be increased. However, we will leave how this is done and how we
determine whether it is necessary for future work.

4.1.4 Choice of time slots

Sometimes when a node attempts to assign itself a time slot, it will have more
than one to choose from. This will especially be the case when the schedule
is first initiated. The main reason why the choice of time slot is important is
the packet delay of the network. For example, if a link has received two time
slots and these are spread in such a way that the distance between them is ap-
proximately half the frame length, then for low traffic loads the delay will be at
most half the frame length. However, if the node is given two consecutive time
slots, the maximum delay might be the entire frame length. That is, it is usually
efficient to spread a node’s time slots evenly over the frame. This problem gets
worse if nodes receive many time slots, especially since a large part of the traffic
usually flows through these nodes. From this small example we can conclude
that the choice of time slots can be important.
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Note that this can also affect the links that will receive only a single time
slot. The reason for this is that all links will receive one slot before any of
them receive their second. If we use up all slots in the first half of the schedule,
for instance, we will not have an efficient spreading of time slots. This can be
alleviated by choosing a time slot at random when we choose the first time slot
for a link. When the link already has time slots assigned to it, we choose a slot
that is maximally spread from the others.

Another reason for this consideration can be the existence of weak links,
i.e. links that can only handle very small amounts of interference. These links
are difficult to assign to the same slot as any other link unless they are very
far apart. Another property of these links is that they are often long, i.e. they
carry traffic a long physical distance in one hop. The links will often be used by
routing algorithms that do not take into consideration the capacity of the link,
a property that describes virtually all existing ad hoc routing algorithms, thus
resulting in heavy traffic loads. Due to the high traffic loads these links usually
receive several time slots. Now, if all the stronger links have received a time
slot each, unused by any other node, it might be difficult to give the weak links
their extra slots. Therefore, it can be a good idea to try to assign strong links,
those that can handle larger interference levels, to slots where the interference
levels already are rather high (not too high of course) and leave the unused
(low interference level) slots to weak links. However, this might be a complex
procedure, so we will leave such an investigation for the future.

For simplicity, and the fact that we only evaluate throughput in this report,
we have chosen the first available time slot when doing the assignment in our
simulations.

4.2 What information is required?

As previously mentioned, the interference-based model is included by which
network information is transmitted and how this information is used for deter-
mining when links can transmit simultaneously. The local neighborhood of a
link ��� �� is those links that will be taken into consideration when the link de-
termines whether it can transmit simultaneously with all other assigned links.
Links outside the local neighborhood will not be considered and therefore no
information about these links is assumed. The remaining issue is exactly what
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Figure 4.1: A small part of a network.

information the algorithm needs in order to do the scheduling.
Two things must be fulfilled if a link can be allowed to transmit in a time

slot.
First, the receiver must have sufficiently low level of interference from the

assigned transmitters.
Second, the interference from the transmitter is not allowed to cause inter-

ference problems in any of the other receivers already assigned.
This can be illustrated by the example shown in Figure 4.1. In this case

links ��� ��� ��� ��, and �	� �� are assigned to a particular time slot. Now, link
��� 
� wants to be assigned as well. This means that the received power in node
��, must be sufficiently large compared to noise and the combined interference
from nodes ��� ��, and ��. Furthermore, the interference caused by node �� in
the receiving nodes ��� �	, and �
 must not be so large that any of these fall
below the SIR threshold.

In order to achieve conflict-free scheduling on link ��� �� we need the fol-
lowing:

� Interference - Received Power

We need an estimate of the received power from each of the other trans-
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mitters, i.e. ������ ��. This can be estimated by measuring the channel.
We also assume that the channel is equal in both directions, that is

���� �� � ���� ���

This assumption can then be used when a node determines whether its
transmission will cause problems for somebody else.

If the received power level from a transmitter is below a value Æ
 , it is
assumed to be zero by the algorithm, i.e. we assume that such nodes
do not affect one another. We will later discuss what effect they actually
have, but this is a necessary assumption if we want the local neighborhood
to be smaller than the entire network, because if Æ
 is set to zero, we
have all the information about the network. We will use the interference
threshold, defined in Chapter 2, when we give the size of this parameter,
i.e. �
 � Æ
��� .

� Local Schedule

A node needs to know the local schedule and how much more interference
can be handled by the assigned receivers 
max�
� "� in each time slot " , i.e.
the largest value of 
max such that the following inequality is still valid

������ 
�

��r � 
���� 
� � 
max�
� "��
� �R�

This information (
max�
� "�) is required for node �� to be able to deter-
mine whether its transmission can be handled by the other, already as-
signed receivers. A node can be assigned the time slot if:

������ 
� � 
max�
� "�

for all assigned receivers �� in time slot " .

The local schedule is also used to determine whether the receiver �� can
handle all existing interference. Measurements of the channel in the spe-
cific time slot can be of help when doing this, but is not sufficient since
node �� cannot know whether all assigned transmitters �� actually are
using their time slot. Instead the actual SIR is calculated using the lo-
cal schedule and received power levels. If the interference levels that are
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measured are higher than this estimate, we conclude that the we have ex-
tra interference from outside the local neighborhood and the interference
measured should be used while this lasts.

� Priorities

A node needs to know when it should be active. It also needs to know if a
node in the neighborhood is asleep, since such nodes are not considered
in terms of priority. The exception to this is the case with theft of time
slots, in which case sleeping nodes are also considered.

With this information we have sufficient information for both sender and
receiver to determine when to be active and which time slots can be assigned.

The only further information required is that the sender informs the receiver
which slots that are available for the transmitter to use without causing too much
interference. The receiver can then assign the time slot. Information about this
is then propagated to the local neighborhood.

4.2.1 Consequences of limited information

A problem with limiting the input information on the network, i.e. using the
interference threshold, is that units from far away are not considered. Although
these nodes create little interference in a node, they might still cause a prob-
lem since the nodes will try to schedule as many links as possible in each time
slot. This means that the scheduled SIR will be very close to �� in many re-
ceivers. The additional interference from outside the local neighborhood can
then be sufficient to lower the actual SIR below ��. One way to avoid this is
to use an interference margin 
margin, i.e. we assume that there will be external
interference and therefore avoid scheduling the SIR as low as ��. The link is
then assumed to be able to use the time slot if:

������ ��

��r � 
���� �� � 
margin�
� �R�

However, this solution may not completely solve the problem. One reason
is efficiency—in order to completely avoid the problem we have to choose a
rather large margin, which means that the channel will be used poorly. A second
reason is network connectivity; a high interference margin will prevent the use
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of weak links, which might cause the network to partition. Therefore, additional
solutions may be required.

Another alternative (or complement) is to decrease the data rate for those
links that have received time slots with too low SIR. To do this we measure (or
estimate) the actual SIR when the schedule is used and lower the data rate until
reliable communication is possible.

This is doable to a certain limit. If the external interference is very high,
outside our control, we might finally give up the time slot entirely, set the time
slot as unavailable, and attempt to assign a new slot if this is allowed, and hope
to achieve a better SIR.

Another problem with lowering the data rate is traffic sensitivity. Remember
that the priority of a link is based on how loaded the link is. This is dependent
on how many time slots the link is assigned. If these slots do have a lower
data rate than assumed when the time slot was assigned, it means that the link
in practice has lower capacity than it should. This effect will be seen in the
simulations. However, this can be easily solved by assuming that ��� is not an
integer and that it decreases when the data rate decreases. Although, this would
give a better form of traffic adaptivity than what is described above, we will
leave the implementation of this for future work.

In the next chapter we will study the consequences of the two first methods.

4.3 Concluding Remarks

In this chapter we have described an interference-based algorithm that cre-
ates efficient schedules with given information about the network. This can
be seen as the first step in the development of an algorithm that attempts to meet
the requirements we stated in the previous chapter. Adding interference-based
scheduling to STDMA algorithms will be an important part of making STDMA
efficient and competitive.

In the next chapter we will investigate how efficient schedules can be created
with different information about the network.

The part that is missing, if we want this algorithm to be practical, is a more
exact description on how and when information is spread to the local neighbor-
hood. Another is how the local frame length is chosen and updated. However,
these are problems other distributed algorithms have solutions for, so we should
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be able to add such properties later.
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Chapter 5

Evaluation

In this chapter we evaluate the algorithm given. We will study the maximum
throughput of the schedules created by our algorithm and compare this to the
results of a centralized approach. The maximum throughput will be evaluated
for simulated networks of different connectivity and size.

5.1 Simulation setup

In the comparisons, 25 networks of three different connectivities (low, medium,
and high) have been generated for networks of size 10 and 20 nodes. We have
also generated 25 networks of size 40 nodes with low connectivity. The con-
nectivity is varied by changing the transmission power, � , for a network. All
networks are connected, i.e. there is always a multi-hop path between any pair
of nodes.

To generate realistic networks, a terrain-data-based wave propagation model,
Vogler’s five knife-edge model, has been used to calculate the basic transmission
path loss, see [34] for more details.

The centralized algorithm we compare with is a centralized version of our
distributed algorithm described in the previous chapter. This means that the
schedule is generated by one specific node in the network that contains all
knowledge about the network, i.e. no local neighborhoods. This algorithm
is obviously also of the common type with the same link priorities as the dis-
tributed method. The theft of time slots is not included, though.
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In short the centralized algorithm can be described with the following steps:
For each time slot:

� Sort all links ��� �� in a list # according to priority ������� .

� Choose the node/link with highest priority which has not yet been checked
in the time slot. Assign it to the time slot if possible. Repeat until all links
have been tested in the time slot.

Some additional assumptions are also made:
The shortest route, i.e. packets sent between two nodes will always use the

path which requires the least number of transmissions. If several routes of the
same length exist, all packets between two specific nodes will always use the
same route.

For simplicity we assume that the available data rate is linearly dependent
on the SIR close to the �� threshold. Once the proper data rate is chosen,
we assume that all packets are perfectly received, and no retransmissions are
considered.

Simulations show that the factor 
�����	 can have a considerable impact for
some networks but very little effect for others. Since we decrease the data rate
for interfered nodes, the throughput can be limited by a single link. If a high
value of 
�����	 removes some of the interference, this link may have higher
throughput, which results in higher network throughput. On the other hand,
if the limiting link is not interfered with by external interference, increasing

�����	 may have negative impact. It is probably best to choose a different

�����	 for each node in the network, but how this should be chosen is left for
future work.

In our simulations we have chosen �� equal to 15 dB and �� equal to 10
dB. Furthermore, we vary 
�����	��� from zero to two and for each network
and choice of �
 choose the value that gives the highest throughput. For small
networks the value of 
�����	��� will most often be zero.

5.2 Results

In Figures 5.1, 5.2, and 5.3 we plot the ratio between throughput of our dis-
tributed algorithm and the centralized variant for different choices of �
 . Figure
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Figure 5.1: The ratio between throughput of schedules from the distributed al-
gorithm and the centralized. The ratio is plotted for 25 networks of size 10 nodes
for different values of �
 . This is done for low, medium, and high connectivity.

5.1 is for 10-node networks, Figure 5.2 is for 20-node networks, and Figure 5.3
is for 40-node networks.

Two things can be noted in these plots. First, if we use �
 equal to zero, i.e.
the algorithm has all information about the network (the same as the central-
ized), the distributed algorithm achieves the same throughput as the centralized.
Although the same information exists in the network in this case there will be
no single node that will have all information. This result is important, because it
means that the distribution of information will not have negative consequences
for the capacity of the network.

Second, we see a decrease in the capacity of the network when �
 is in-
creased. This means that the algorithm improves its performance with more
information about the network. This is an important property if we want to
fulfill property 7, i.e. the ability to adapt to mobility.

We also note that the loss of capacity increases with the size of the network.
This is probably because there are more nodes that can cause interference that
the algorithm does not consider. A better form of traffic adaptivity will probably



FOI-R- -1059- -SE

56 Chapter 5. Evaluation

0 0.5 1 1.5 2 2.5 3 3.5 4
0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

γ
I

λ/
λ C

en
t

Low Connected
Medium Connected
High connected

Figure 5.2: The ratio between throughput of schedules from the distributed al-
gorithm and the centralized. The ratio is plotted for 25 networks of size 20 nodes
for different values of �
 . This is done for low, medium, and high connectivity.

improve the situation considerably.
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Figure 5.3: The ratio between throughput of schedules from the distributed al-
gorithm and the centralized. The ratio is plotted for 25 networks of size 40
nodes for different values of �
 . This is done only for low connectivity.
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Chapter 6

Concluding remarks and
further work

In this report, we have listed the properties a distributed STDMA algorithm
should have to be efficient in a military scenario. We have also studied the
existing STDMA algorithms and seen what methods they use to fulfill these
properties. Although much work has been done in this area, none of the ex-
isting algorithms can easily be used to create a sufficiently efficient distributed
STDMA algorithms. Of the algorithms we have described, USAP is the most in-
teresting, but not even this algorithm has all the listed properties that are desired
for reliable and efficient communications on the battlefield.

However, although none of these algorithms can meet all our required prop-
erties, they have functions that are helpful when we design such an algorithm.

The main contribution of this report has been the description of the central
parts of an interference-based distributed STDMA algorithm. This algorithm
is the first distributed algorithm that uses an interference-based model of the
network, which is important since this is a property that can make STDMA
really efficient and competitive.

Evaluations of our algorithm show that it can achieve as high network capac-
ity as a centralized algorithm can do with the same information. Therefore, the
distribution of information will not have negative consequences for the capacity
of the network.

We have also shown that our algorithm can handle different amounts of
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information about the network, and that it decreases its performance with infor-
mation reduction. These are important properties if we want to be able to adapt
to mobility.

6.1 Further Work

Some development remains to be done before our algorithm can be used in a
real scenario. One part required is a more exact description of how and when
information is spread to the local neighborhood. Another is how the local frame
length is chosen and updated.

Methods used by existing algorithms, e.g. USAP, can be used to spread
information to the local neighborhood. An important step will also be to inves-
tigate how much it will cost in overhead for different sizes of local neighbor-
hood. With such information we can determine what size of local neighborhood
is most efficient for STDMA scheduling. The best size of local neighborhood
will probably be dependent on both network size, connectivity, mobility, and
link data rates.
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