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Chapter 1

Introduction

1.1 Background

In many military scenarios it is not possible to rely on a fixed communication
infra-structure for wireless communication, instead self-configurable networks
must be deployed quickly.

Common features of these networks are that they are not pre-planned, and
area coverage is achieved by letting the radio units relay the messages, i.e. mul-
tihop networks. These kind of networks are often referred to as ad hoc networks.
One of the most challenging problems in ad hoc networks is to guarantee Qual-
ity of Service (QoS), especially delay guarantees.

An interesting medium access control protocol that has great potential for
QoS is spatial reuse TDMA (STDMA) [1], which is an extension of TDMA.
In STDMA the capacity is increased by spatial reuse of the time slots. An
STDMA schedule describes the transmission rights for each time slot. Different
algorithms for generating STDMA schedules have been proposed, see e.g. [2–
4].

However, a problem in ad hoc networks is that the nodes will be moving,
and a schedule that is conflict-free at one moment will probably not be that later.

Therefore, the STDMA schedule must be updated whenever something changes
in the network. This can be done in a centralized manner, i.e. all information
is collected into a central node which calculates a new schedule [4,5]. Unfortu-
nately, for fast moving or large networks this is usually not possible — by the

FOI-R- -1338- -SE
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time the new schedule has been propagated to all nodes it is already obsolete
due to node movements.

Another way to create STDMA schedules is to do it in a distributed manner
[2,3,6], i.e. when something changes in the network, only the nodes in the local
neighborhood of the change act upon it and update their schedules without the
need to collect information into a central unit.

1.2 Previous Work

A lot of work has been done on distributed STDMA, but all existing algorithms
have been designed with the purpose of giving an acceptable solution, rather
than a solution that handles the channel as efficiently as possible under different
situations.

A more systematic approach to the design of STDMA algorithms is lack-
ing. We know that the more information about the network we have the better
schedules we can create, thereby increasing the total capacity of the network.
However, increasing information also increases the overhead. This means that
the amount of information the algorithm has about the network should vary de-
pending on the situation.

The use of interference-based scheduling can give us the means to vary the
amount of information. In report [7] we described the first distributed algorithm
that uses interference information.

However, that report focused on which information a node needed in or-
der to create efficient schedules and how much capacity such schedules could
give us rather than to study how such information can be conveyed and what
overhead traffic this would result in.

This of course gave some obvious results, e.g. the more knowledge we have
about the network the better schedules we create (that is higher capacity). In this
report we will study another side of the problem, i.e. not what we can do with
a certain amount of information but how to convey it and how much overhead
this will cost. We will describe when information should be transmitted and to
whom.
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1.3 Delimitation

Also in this report we need to limit the study somewhat. Interference-based
scheduling is much more complicated than the usually used graph-based schedul-
ing [8]. A complete algorithm that can directly be implemented, that can handle
multiple concurrent events, error prone channels and other complicated network
behavior will be left for future work.

Therefore we will make some simplifications that in a fully realistic scenario
may cause problems or even make the network end up in deadlocks if further
additions to the algorithm is not added.

• Exact queuing behavior of overhead messages will not be studied. We
assume that there is no delay of the control messages, we will thereby
only study a capacity limited system which have sufficient with capacity
to update a schedule before the next event occurs.

• Messages are always delivered in the order they were sent and no are lost.
This could be implemented by adding sequence numbers and retransmit-
ting lost packets but in this report such methods will only be used for
other reasons by overhead messages.

A problem with interference-based scheduling that does not exist for graph-
based scheduling is that some of the parameters used are not discrete variables,
an example of such a parameter is path-loss. Such variables may take any value
and can change continuously. At least one such variable (maximum interfer-
ence) must be sent to a node’s neighbors. An exact representation of such a
variable cannot be sent, therefore it needs to be sampled, both in time and in
value. (If we use measurements the variable may be discrete in time, but proba-
bly with to great rate of change for us to use directly.)

A problem is therefore which sample rate and number of possible levels of
description we need. Time is the most critical parameter. This is because we
only need to increase the level value with one bit to double the accuracy, while
the sample rate must be doubled to do the same in the time plane, thus doubling
the overhead.

Appropriate choices for these values must be decided for the algorithm to
work well, but this will be left until a further evaluation of the algorithm by
simulations.
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Chapter 2

Network Model

This chapter introduces the network model we use and the assumptions required.
We start by describing the interference-based model of a radio network. This
model gives a realistic description of when users can transmit on the channel
without conflicts. Traditionally for ad hoc networks, the most frequently used
model is graph-based. Such a model is much simpler to use, but its ability to
describe the communication channel is not very good.

2.1 Interference-Based Scheduling

For any two nodes, vi and vj where vi is the transmitting node and vj �= vi, we
define the signal-to-noise ratio (SNR), Γij , as

Γij =
PiG(i, j)

Nr
, (2.1)

where Pi denotes the power of the transmitting node vi, G(i, j) is the link gain
between nodes vi and vj , and Nr is the noise power in the receiver. For conve-
nience, we define Γii = 0 corresponding to the physical situations of a node not
being able to transmit to itself.

We say that a pair of nodes vi and vj form a link (i, j) if the signal-to-noise
ratio (SNR) is not less than a communication threshold, γC. That is, the set of
links in the network, L, is defined:

L = {(i, j) : Γij ≥ γC} . (2.2)

FOI-R- -1338- -SE
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For a set of links, L ⊆ L, we define the transmitting nodes:

VT(L) = {vi : (i, j) ∈ L} .

For any link, (i, j) ∈ L, we define the interference as follows

IL(i, j) =
∑

vk∈VT(L)\vi

PkG(k, j). (2.3)

Furthermore, we define the signal-to-interference ratio (SIR):

ΠL(i, j) =
PiG(i, j)

(Nr + IL(i, j))
. (2.4)

We assume that any two radio units can communicate a packet without error
if the SIR is not less than a reliable communication threshold, γR. A schedule
S is defined as the sets Xt, for t = 1, 2, . . . , T , where T is the period of the
schedule. The sets Xt contain the nodes or links assigned time slot t. A schedule
is called conflict free if the SIR is not less than the threshold γR for all receiving
nodes in all sets Xt.

However, due to mobility and limited information conflict-free schedules are
very difficult to create and uphold. In order to make comparisons for distributed
scheduling we assume that links that have a lower SIR than γR in a time slot can
decrease its data rate as compared to the nominal data rate RN used by links
with SIR above γR, i.e.

SIR

γR
=

Used Rate
RN

, (2.5)

Furthermore, we assume that a node cannot transmit more than one packet in
a time slot and that a node cannot receive and transmit simultaneously in a time
slot. For simplicity we assume a fixed transmission power and omni-directional
antennas. However, the use of power control and directional antennas is quite
easy to include in interference-based scheduling compared with graph-based
scheduling. This is important, since it has been shown that adaptive antennas
can have a vast improvement on network capacity [9].

2.2 Node and Link Assignment

Traditionally, there are two different assignment methods for STDMA.
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In a node-assigned schedule, a node is allowed to transmit to any of its
neighbors in its slot. If the schedule is to be conflict-free, this means that we
have to guarantee that we will not have a conflict in any of the neighboring
nodes. In a link-assigned schedule, the directed link is assigned a slot. A node
can then only use this slot for transmission to a specific neighbor. In general this
knowledge can be used to achieve a higher degree of spatial reuse. The effect is
higher network throughput [10] (at least for unicast traffic).

In this report we will concentrate on link assignment, often referred to as
link activation. This is mainly done because it more intuitively (and efficiently)
can handle advanced nodes with abilities like power control and adaptive anten-
nas. Furthermore, using link assignment we can extend the transmission rights
(LET – Link assignment with Extended Transmission rights), which gives huge
improvements [11].

In the following, we describe the criteria needed for a set of links to be
able to transmit simultaneously with sufficiently low interference level at the
receiving nodes.

We say that a link (k, l) is adjacent to link (i, j) ∈ L iff {i, j} ∩ {k, l} �= ∅.
Furthermore we define Ψ(L) as the union of all adjacent links to the links in L.

We assume that a node cannot transmit more than one packet in a time slot
and that a node cannot receive and transmit simultaneously in a time slot.

The assumptions that a node cannot transmit more than one packet in a time
slot and that a node cannot receive and transmit simultaneously in a time slot,
can also be described as that a set of links L and the set of its adjacent links
Ψ(L) must be disjoint:

L ∩ Ψ(L) = ∅. (2.6)

The signal-to-interference criteria (2.4) gives the following condition

ΠL(i, j) ≥ γR ∀ (i, j) ∈ L. (2.7)

If the above two conditions, (2.6) and (2.7), hold for a set of links L ∈ L,
we say that the links in L can transmit simultaneously at full data rate .

We will say that the schedule generated by a distributed STDMA algorithm
is conflict-free if equations (2.6) and (2.7) are valid for all links in any time slot.
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2.3 Traffic in Multi-hop Networks

The relaying of traffic in multi-hop networks causes a considerable variation
of the traffic load on the links. To achieve large capacities, efficient traffic-
controlled schedules have to compensate for this problem.

In a traffic-controlled schedule, links or nodes can use several slots, see [12],
according to the traffic load. We define hij as the number of slots allocated to
link (i, j) within a frame in a schedule.

In our traffic model we assume point-to-point traffic, i.e. a packet entering
the network has only one destination. However, it is easy to expand the traffic
model to other forms of traffic, e.g. multicast traffic.

Packets enter the network at entry nodes according to a probability func-
tion, p(v), v ∈ V , and packets exit the network at exit nodes. When a packet
enters the network, it has a destination, i.e. an exit node from the network.
The destination of a packet is modeled as a conditional probability function,
q(w|v), (w, v) ∈ V × V , i.e. given that a packet has entry node v, the probabil-
ity that the packet’s destination is w is q(w|v). For simplicity we will assume a
uniform traffic model, i.e. p(v) = 1/N , and q(w|v) = 1/(N − 1), where N is
the number of nodes, N = |V |. This assumption will not affect our results since
we use traffic-controlled schedules, thereby compensating for variations caused
by the input traffic model.

Let λ be the total traffic load of the network, i.e. the average number of
packets per time slot arriving at the network as a whole. Then, λ/(N(N − 1)) is
the total average of traffic load entering the network in node vi with destination
node vj . As the network is not necessarily fully connected, some packets must
be relayed by other nodes. In such a case, the traffic load on each link cannot be
calculated until the traffic has been routed.

Now, let R denote the routing table where the list entry R(v, w) at v, w is a
path from entry node v to exit node w. Let the number of paths in R containing
the directed link (i, j) be equal to Λij .

Further, let λij be the average traffic load on link (i, j). Then λij is given
by:

λij =
λ

N(N − 1)
Λij .

The maximum traffic load giving bounded packet delay is commonly re-
ferred to as the throughput of the network. We define the throughput as the
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number λ∗ for which the following expressions hold for all traffic loads λ

{
λ < λ∗ yields bounded delay D
λ > λ∗ yields unbounded delay D

The maximum throughput for a link assigned schedule can be written as [11]

λ∗
L = min

(i,j)

N(N − 1)hij

TLΛij
, (2.8)

where TL is the length of the link-assigned schedule, i.e. the number of time
slots in the schedule.

2.4 Routing assumptions

We assume that the routing is perfect and we ignore any necessary overhead
caused by routing traffic. This also means that the routing protocol is assumed
to be useful for the multicast transmissions that the STDMA algorithm needs.
However, we also assume that the routing protocol reacts to link changes slower
than the MAC layer is capable of handling, which means that new multicast
routes is available only when the MAC protocol has figured out its new local
neighborhood after a change.

This means that between link changes the STDMA algorithm may use the
routing protocol for its updates regarding assignment of slots. But when a
change takes place, the STDMA algorithm must first figure out its new lo-
cal neighborhood with the old routing information before the routing protocol
adapts to the change.

The routing protocol in each node will have a better picture on how the
whole network looks like than the local picture from the STDMA algorithm
in the node, but the routing protocol will be locally updated through the MAC
layer.

2.5 Interactions with the Link Layer

The network model we have described in this chapter is somewhat simplistic
(although more complex than a graph model). In reality, all packets will not be



FOI-R- -1338- -SE

18 Chapter 2. Network Model

perfectly received if the SIR is above γC , and all packets will not be lost just
because SIR is below the threshold. If the sent packets had infinite size, such
assumptions would be more accurate.

In addition, exact path gains will not be available and fast and slow fading
will complicate the situation even further. An exact representation on the de-
tails of the link is difficult to obtain and even if we could get such information
from the links in the network, an STDMA algorithm could not handle such fast
changes.

Instead, we have to hide the volatility of the link from the MAC protocol.
The link gain given from lower layer will be an expected average. Variable data
rates for the link (as seen from STDMA point of view) must be average data
rates, not what actually is transmitted on the link. An adaptive radio node may
actually change data rate on the link from one time slot to the next (in extreme
cases we could even change it within the time slot).

The purpose of the STDMA algorithm is to create sets of simultaneously
transmitting links that can be efficiently handled locally by the links (without
any further interaction between them in terms of transmitted information).

Nevertheless, the actual functionality of the link will be ignored in this re-
port and we will concentrate on the functionality of STDMA when the details
of the link layer already have been hidden.

2.6 Traffic Estimations

A similar issue is traffic from upper layers. In order for STDMA to work well we
will need to have accurate information on traffic loads in order to compensate for
these different traffic loads. However, such information is not always available.
Sometimes the applications may give some information and sometimes we have
to do estimations from the arriving traffic and existing queue lengths.

Such estimations may vary quite a lot over time and also this information
may have to be hidden from the STDMA algorithm. How to do traffic estima-
tions efficiently is a research area in itself and not so much is yet done for ad hoc
networks. But since this is also out of the scope of this report we will assume
that the actual expected traffic loads are known, as was calculated in section 2.3.



Chapter 3

A distributed STDMA algorithm

In this chapter we will give a description of the algorithm presented in [7]. In
this form the algorithm does not care about how information is obtained but it
will only act on what is available. In the next chapter we will discuss how the
nodes obtain such information.

3.1 How to create a schedule

In short, the distributed STDMA algorithm can be described by the following
steps:

• Nodes that have entered the network exchange local information with
their neighbors.

• The link with highest priority in its local surroundings assigns itself a time
slot (this is done in the receiver).

• The local schedule is then updated, and a new link has highest priority.
This process is then continued until all slots are occupied.

We will include traffic sensitivity through the link priorities, i.e. a link that
needs many time slots will have high priority more often than a link with low
priority.

The algorithm is interference-based since it uses interference information,
i.e. interference information is transmitted and used when the algorithm decide

FOI-R- -1338- -SE
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when links can transmit simultaneously. We will use the term local neighbor-
hood of a link (i, j) to mean those links that will be taken into consideration
when a link determines whether it can transmit simultaneously with all other
assigned links. Links outside the local neighborhood will not be considered and
therefore no information about these links is assumed. Exactly how large this
neighborhood is will be discussed later.

In the following we will assume that each link has a given schedule length
T . This length is not necessarily the same length in all parts of the network and
may change over time. But this will not change the basic scheduling process.

The STDMA algorithm is run in parallel for each link, i.e. each link can
be seen as a separate process which will be run at the receiving node of the
link, which means that each node will run a process per incoming link. These
processes can be in three modes: active, waiting, or asleep.

• Active: In this mode, the link has the highest priority in its local neigh-
borhood and will subsequently assign itself a time slot. Which time slot
is chosen if more than one is available will be discussed later. A link
process can be in this mode because of the existence of unused slots or
because the link’s share of the time slots in its local neighborhood is too
low. In the latter case, it can steal time slots from another link. We will
describe later under which situations this may be permitted. Information
about which time slot is chosen and the link’s new priority will be trans-
mitted to all nodes in the local neighborhood of the link. After this, the
link process can stay in this mode or change into one of the others.

• Waiting: In this mode, a link wants to assign itself a time slot, but another
link has higher priority. The link will wait its turn. However, since time
slots are taken by active users, the link may change into asleep mode
instead if all time slots are taken and the link does not have the right to
steal slots.

• Asleep: In this mode, there are no available slots for the link and it simply
waits for a change of the network, either in topology or in traffic levels.

3.1.1 Link Priority

Link priority decides in which order the links may attempt to assign themselves
a time slot. The link priority can depend on many things, but the most important
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will be the number of time slots the link is assigned, hij , and the traffic of the
link, Λij . Since both these values are changing, the link priority is constantly
changing.

The priority value of a link (i, j) will be hij

Λij
, where the lowest value has the

highest priority. The motivation for this comes from the maximum throughput
formula (2.8). The links with the highest priority (lowest value) will be the links
which limit the maximum throughput of the network. The network throughput
will not rise above zero until all links with traffic levels above zero have received
at least one time slot. An obvious consequence of this is that all links with traffic
in a local neighborhood will receive at least one time slot before any of the links
receive more than one slot. This will be the case, for example, when a new
schedule is initiated.

3.1.2 Theft of Time slots

Sometimes, the relative traffic levels will change in a local area (or other changes
may take place). This will result in a situation where a link has a smaller pro-
portion of the time slots than its priority value merits. If there are free slots, the
link may assign itself slots until it is on a similar priority level as its surrounding
links. However, if no time slots are free, the link can sometimes steal time slots
from other nodes.

The policy for assigning time slots in the case of free time slots is always
that the link which limits the throughput will be the one that receives an extra
time slot. This is also the case when a link is permitted to steal a time slot.
When stealing a time slot, the local network throughput must increase.

This means that a link (i, j) is only permitted to steal a time slot from an-
other link (k, l) if the priority value of the stealing link is lower than the other
link’s priority value after the loss of a time slot, i.e.

hij

Λij
<

hkl − 1
Λkl

.

The theft of time slots means that it is the link with too few time slots that
reacts to unfairness situations. This is a better solution than if links that have
too many time slots would give them up since such a link can never know if
the time slot can be used by the link with too few time slots. The time slot can
always be blocked by another node further away.
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Figure 3.1: A small part of a network.

3.2 What information does a node need?

An important issue is to decide exactly what information the algorithm needs in
order to do the scheduling.

Two things must be fulfilled if a link can be allowed to transmit in a time
slot.

First, the receiver must have sufficiently low level of interference from the
assigned transmitters. This is calculated in the receiver.

Second, the interference from the transmitter is not allowed to cause inter-
ference problems in any of the other receivers already assigned time slots. This
is calculated in the sender and then the information is sent to the receiver (since
it does the actual scheduling) as a variable called AV TS (available time slots to
send).

The problem can be illustrated by the example shown in Figure 3.1. In
this case links (1, 2), (3, 4), and (5, 6) are assigned to a particular time slot.
Now, link (7, 8) wants to be assigned as well. This means that the received
power in node v8, must be sufficiently large compared to noise and the combined
interference from nodes v1, v3, and v5. Furthermore, the interference caused by
node v7 in the receiving nodes v2, v4, and v6 must not be so large that any of
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Figure 3.2: The needed information for a node.

these fall below the SIR threshold.
In order to achieve conflict-free scheduling on link (i, j) the receiver vj need

the following information (which also can be seen in picture 3.2):

Interference - Received Power

We need an estimate of the received power from each of the other transmitters,
i.e. PkG(k, j). We assume that the channel is equal in both directions, that is

G(k, j) = G(j, k).

This assumption can then be used by the transmitter to determine whether
its transmission will cause problems for somebody else.

If the received power level from a transmitter is below a value δI , it is as-
sumed to be zero by the algorithm, i.e. the algorithm assume that such nodes
do not affect one another. The size of this threshold is given by the interference
threshold, i.e. γI = δI/Nr.

We assume that this information can be obtained by measurements on the
channel and no specific information needs to be transmitted to handle this.

To simplify notation, we say that a pair of nodes vi and vj form a inter-
ference link if the signal-to-noise ratio (SNR) is less than γC but higher than
γI.
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Local Schedule

A node needs to know the local schedule and how much more interference can
be handled by the assigned receivers Imax(l, τ) in each time slot τ , i.e. the
largest value of Imax such that the following inequality is still valid

PkG(k, l)
(Nr + IL(k, l) + Imax(l, τ))

≥ γR.

This information (Imax(l, τ)) is required for node vi to be able to determine
whether its transmission can be handled by the other, already assigned receivers.
A link can be assigned the time slot if:

PiG(i, l) < Imax(l, τ)

for all assigned receivers vl in time slot τ .
The local schedule is also used to determine whether the receiver vj can

handle all existing interference. Measurements of the channel in the specific
time slot can be of help when doing this, but is not sufficient since node vj

cannot know whether all assigned transmitters vk actually are using their time
slot. Instead the actual SIR is calculated using the local schedule and received
power levels. If the interference levels that are measured are higher than this
estimate, we conclude that the we have extra interference from outside the local
neighborhood and the interference measured should be used while this lasts.

The local schedule S and all values of Imax(l, τ) needs to be sent over the
channel. However, only information about nodes that vj can cause interference
to or vj can be interfered by is needed.

Priorities

A node needs to know when it should be active. It also needs to know if a node
in the neighborhood is asleep, since such nodes are not considered in terms of
priority. The exception to this is the case with theft of time slots, in which
case sleeping nodes are also considered. The node needs such information from
the entire local neighborhood since we cannot allow two nodes to be active
simultaneously in the local neighborhood.
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Available Time Slots to Send (AVTS)

The receiver also needs information from the transmitter about which time slots
it can assign. This can be represented by a vector of the same length as the
frame length or specific information about changes of a single time slot. Only
information from the transmitter is needed by the receiver.

With this information the receiver has sufficient information to determine
when link (i, j) should be active and which time slots it can assign.

Local neighborhood

Due to mobility the local neighborhood will change constantly and we also need
to have accurate information about what the local neighborhood is at the present
moment.
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Chapter 4

Overhead Cost

In this chapter we will study what information the nodes need to convey to the
other nodes in their local neighborhood, how often such messages need to be
sent, and finally discuss how much capacity will be lost to this overhead traffic.

4.1 What information must each node send and to which
receivers?

In the end of the previous chapter we stated what information a node needs to
make a correct decision on whether it can assign a time slot or not. In this section
we will look at the problem from the other side and study what information a
node needs to send to its local neighborhood so that the rest of the nodes can
make correct decisions. Returning to the previous points we can divide them
into three regions depending on how far away the information is needed.

Available time slots to send (AV TS):

The sender vi to a link (i, j) must send this information to the receiver vj , no
one else needs the information. This can be seen as region 1 in figure 4.1. This
information is sent every time the availability changes for any time slot due to
events in the network. However, with omni-directional antennas, whether or not
a node can send is independent on which link it attempts to use. This means
that AV TS should be equal for all outgoing links and it will normally be sent
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Figure 4.1: The different distances information needs to be transferred.

as a broadcast message to all neighbors. An exception is the concept of theft at
which case AV TS can differ for the different links, the message will then be
sent to a subset of the neighbors. The distance to send such a message can be
seen as region 1 in figure 4.1, or a union of such regions when it is combined to
all neighbors. It is still only one transmission though.

Local Schedule and Imax

This information is usually updated after an assignment or deassignment of a
time slot, although not necessarily by the actual link. We can also have updates
due to changes on path gain caused by mobility. This information should be
sent to nodes which transmissions can interfere with the receiver of the link and
nodes which reception may be affected by the sender.

The local schedule will be sent to the region 2 in figure 4.1, this region
consists of all nodes with a link or interference link to the receiver or transmitter.
The Imax value can actually be sent to a smaller region than this since only nodes
with links or interference links to the receiver needs this information, but for
now we ignore this since we assume that they are sent in the same message
when an assignment has taken place.

Priority and state

Knowledge about the priority and state of links is needed even further away. The
reason for this is that the receiver is in control of the link, which also gives it
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control of when the sender to the link transmits. This means that the node needs
information also about links that the transmitter can create interference for, in
addition to knowledge about receivers to links which transmissions can cause
problems for the reception of the link. The sender will only test already assigned
slots, it cannot prevent its neighbors from attempting to do assignments. Only
if the priority and state of such links are known by the receiver can we prevent
that. The range of such updates is shown as region 3 in figure 4.1.

Link updates

Every time there is a link change, i.e. link is created or destroyed or if the
received power from another node passes the interference threshold, it creates
a change in the local neighborhood of not only the transmitter and receiver of
that link but also to nodes further away. If a link has changed to a lower state,
e.g a link changes into an interference link, this handling is rather simple since
it means that the local neighborhood decreases for the nodes and they only need
information about the changing link itself. The new local neighborhood can
decided by all nodes on their own with information about the changing link.

To actually send messages after this may be a little bit more complex since
the routing will change but we assume that this problem belongs to the routing
layer, which we have assumed can handle this efficiently as long as the MAC
layer can keep track on their local neighborhoods. (see assumptions in chapter
2)

The second case occurs if a link has changed to a higher state, e.g an inter-
ference link into a link. This will result in a situation where nodes on both side
of the link may need to increase their local neighborhood with new links and
maybe also new nodes. In such a case we assume that the sender and receiver
of the changing link is responsible for updating their local neighborhood.

Such an update will take place in a number of steps:

1. The sender and receiver exchange their local neighborhood (or an appro-
priate subset, those links that could be of interest).

2. Both these nodes receive this information and retransmit new information
in their local neighborhood. Information is only sent if it is needed, i.e.
information about a link is sent to those nodes that should have the link in
their region 3 neighborhood. This means that nodes at two hops distance
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Figure 4.2: A 7-node network.

does not need information about anything except perhaps the new link,
see region 3 as an example.

We may also need to send information about links that is already known.
A new link may make a node, previously at two hop distance, be a direct
neighbor which should be known by other nodes in our neighborhood.

3. Nodes receiving this information upgrade their local neighborhood ac-
cordingly.

Notice that the only nodes actively involved, i.e. sending messages, in this
exchange are the sender and receiver to the changing link.

To clarify this we will give an example. In figure 4.2 we see a 7-node net-
work. At the start of the example we will assume that there is no link between
node v3 and v6, then an interference link between them is created and finally
this interference link is upgraded to a full link.

At the start of the example node v3 have knowledge about the nodes v1, v2,
and v4 and all links between these nodes. The only knowledge about node v4 it
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has is the link (2, 4). Node v6 have knowledge about the nodes v4, v7, and v5

and all links between these nodes. It also have knowledge about link (2, 4), but
node v2 is not included in the local neighborhood.

At some moment nodes v3 and v6 detects that they are sufficiently close so
that they no more can ignore each other. We will discuss how this is done later
in this chapter when we describe how the information is sent on the channel.

Both of these nodes now send an appropriate part of there local neighbor-
hood to each other. How this is done is left for the routing layer, but normally
we do not need six hops to find the other side as in this example. In more prac-
tical implementations one could probably set a maximum number of allowed
hops, and let the algorithm handle interferences as unidentified in such cases as
described in report [7], but here we will assume that information is always sent
if possible.

Node v3 sends information about itself v3, v1 and links (1, 3) and (3, 1)
since more is not needed on the other side of an interference link (see figure
4.1).

Node v6 sends information about itself v6, v7 and links (7, 6) and (6, 7).
This information is then to be spread in the “old” local neighborhoods of

v3 and v6. Once again though, we limit the necessary information. Node v6

only needs to inform node v7 about node v3, it’s incoming link (1, 3) and the
existence of the new interference link. Node v3 informs node v1 about node v6,
it’s incoming link (7, 6) and the new interference link.

Once these updates are done the new local neighborhoods are updated.
Now, let us assume that nodes v3 and v6 move closer and the interference

link will eventually be useful as a communication link. The reaction by v3 and
v6 are similar as before but the appropriate information is different to before.
Node v3 sends information about v3, v1 and v2 and links (1, 3), (3, 1), and
(4, 2). In addition to this, information about the existence of the interference
link between v3 and v2 is also given.

Similarly, node v6 sends information about v6, v7, v5, and links (7, 6), (6, 7),
(4, 5), and also information about the interference link between v6 and v5.

Some of this information could of course be omitted, since many of these
links have already been known. But to be on the safe side we assume that it is
transmitted anyway, as a safety precaution if the link gain changes so fast that
the interference links do not have time to be generated. This could happen if we
have obstacles between the nodes. This information does not need to be relayed
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any more since a direct link is available, however, care should be taken since the
routing algorithm possibly does not know anything of this link yet.

Nodes v3 and v6 should now inform their local neighborhoods about the
change.

In addition to this we have also added sequence numbers to these messages,
since simultaneous events may have the effect that old information may arrive
later than the new information if several links are changing at the same time.
When nodes in such cases send their local neighborhoods there is no guarantee
that no old information is received after the new. By adding a sequence number
that only the owner (receiver) of a link may change we make certain that old
information is not used. For now, these are only necessary for links updates
since these messages are sent by nodes other than the owner of the link.

In addition to this information, the local schedule must also be updated.
However, this information is only needed in region 2, which means that the
sender and receiver only needs to send the time slots they have outgoing or in-
coming links assigned. In addition, this information does not need to be further
conveyed.

We conclude this section by giving a overview of the existing messages
shown in table 4.1.

Message Purpose Destinations Region

AVTS
When the sender can
transmit Only the receiver 1

Schedule
Assigned Time slots and
their Imax

Those nodes that can be af-
fected by the assignment, i.e
at least a direct interference
link

2

Priority Controls Access in the
local neighborhood

Sufficient so that two simul-
taneous assignments do not
cause problems

3

Link
Changes

Updates the local neigh-
borhood

Same as above 3

Table 4.1: An overview of the different types of messages used in the schedul-
ing.
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4.2 How often are these messages sent?

We also need to know how often each type of message are going to be sent.
There is two different causes behind virtually all changes in a ad hoc net-

work: link gain changes and traffic changes.
The first of these is usually dependent on mobility, but nodes that leave

or enter the network can be seen as more abrupt changes in link gain. Traffic
changes will, in our traffic model, mainly depend on rerouting due to changes
in path gain but in general it will depend on the input traffic to the network.

For small changes in link gain, Imax may change value and it is possible
that time slots can now be assigned or must be deassigned because of the SIR
criteria. This can have consequences for nodes further away, e.g. new slots that
can be assigned or stolen.

For larger changes in link gain, links may be broken or created. This can
create substantial changes in the scheduling process and perhaps also rerouting
which can create changes also far away in the network

These are very complex processes and an analytic calculation is difficult, we
will therefore leave this for future work when this can be simulated.

For most of these variables, it is rather obvious when they will be sent and
by using simulations it would be rather simple to measure how many of each
type of message that are sent. However, an exception to this is updates of Imax

and Priority values. The problem with updates of these variables are that they
change continuously as the nodes move. We will therefore have to limit the
transmissions of these messages. This must be done so messages only will
be sent when the value has changed more than a chosen threshold since the last
update. We can also choose such threshold so that we quicker react to decreasing
values than increasing.

4.3 Exactly how are each these messages sent?

The basic idea is to divide time into two parts as shown in figure 4.3, in the same
way USAP [13] uses its bootstrap slots.

• One TDMA frame with mini slots used for administrative information
(STDMA overhead) where one is given to each node.
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Figure 4.3: The used frame.

• One STDMA frame which are used for user traffic.

In practice the different frames do not need to be divided as the figure shows
and for large networks a pure TDMA frame is probably not necessary, but we
want to use two advantages of TDMA here.

First, TDMA is independent on mobility, as long as we have no new nodes
the schedule do not need to be updated. This means not just that such updates
can be ignored but also that the slots which each node uses can be known in the
entire network.

Second, since only one node is sending in these slots and the rest of the
nodes know which one this is, it can be used for determining both link gain and
when interference links exists.

In a large network a pure TDMA frame is not very efficient, we may also
have problems with traffic adaptivity, if the administrative traffic is different on
the different nodes.

As previously stated we will assume that we have no delay for these TDMA
messages and that two independent events cannot take place simultaneously.
(They may if they take place at the exact same moment in time, though.)

The overhead cost will now be how large part of the time that needs to be
mini slots slots.

4.4 What affects the overhead?

We will leave a more detailed investigation of the exact overhead cost for future
work when it can be simulated, but we can already see a number of different
network properties that will affect the overhead:
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• Network size

The network size has a direct effect on the TDMA frame; a doubling of the
network size doubles the TDMA frame. It may also increase the overhead
per node if the local neighborhoods increase in size. The network size is
not a parameter we can control but it will affect the performance of the
algorithm.

• Network Connectivity

Network connectivity is a measure on how large part of the network that a
node can reach with one hop. Connectivity will have a direct effect on the
local neighborhoods, thereby increasing the number of nodes information
needs to be spread to. Similar as above, network connectivity is difficult
to control, but since it is possible to do this to some extent by power
control, it would be interesting to study this for low connectivity.

• Choice of γI

Connectivity is a measure on normal links. The interference threshold
will affect the local neighborhood through interference links. The smaller
this parameter is chosen, the larger part of the network will be included
in the local neighborhood. This is one of the most important parameters
under our control and a good choice of this parameter is necessary to
make the algorithm work well.

• Mobility rate

Mobility rate is the rate of changes in the network. A faster network will
require updates more often. However, as long as the STDMA algorithm
manage to keep the schedule updated, mobility rate should have approxi-
mately linear effect since all updates only react to changes.

• Frame length

The more time slots we have to assign, the more overhead it requires.
Notice though that the overhead may grow faster that linear. This is be-
cause that theft will be much more common in long frame lengths. For a
short frame length where each link will receive at most one time slot theft
is close to non existing, while for long frame lengths theft will be much
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more common in order to even out the average load between the links.
This will cause an addition of the overhead traffic.



Chapter 5

Conclusions

In this report we have expanded the distributed STDMA algorithm first de-
scribed in [7].

We have now added methods for conveying the appropriate amount of infor-
mation, described what information each node should send to its neighborhood
as well as discussed how the nodes will be able to control their local neighbor-
hoods.

We have also described which parameters that can be varied in order to give
good appropriate balance between schedule capacity and overhead traffic.

5.1 Future Work

In future work we will study the following problems:

• The values of the important parameters needs to be decided for different
network. This must in practice be done with the help of simulations in
each case.

• From this also decide when STDMA works well, i.e. for which mobility
rates, network size and mobility will the schedules be acceptable without
unreasonably high overhead traffic.

• Expand the algorithm further so we can handle also error prone channels,
lost packets, variable delays of packets and other complex situations.
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• Further optimization, for example, faster initialization of the network can
be done by letting nodes assign several timeslots at once.
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