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Abstract

The Swedish Defence Research Agency (FOI) has developedcamiodemonstrator called
the Information Fusion Demonstrator 200BD03) for demonstrating information fusion metho-
dology for a future Network Based Defense (NBF) C4ISR sysféhe focus of the demonstrator
is on real-time tactical intelligence processing at thesiiwn level in a ground warfare scenatrio.

The demonstrator integrates force aggregation, partitézifig, and sensor allocation meth-
ods to create, dynamically update, and maintain comporadragactical situation picture. This
represents an important step towards the goal of creatimgahtime a dynamic, high fidelity
representation of a moving battalion-sized organizati@sed on sensor data as wellaapriori
intelligence and terrain information.

The motives behind this project, the fusion methods dewldpr the system, its scenario
model and simulator architecture, as well as key aspects dévelopment process are described.
The main services of the demonstrator are discussed, ardtedexperience from the use and
development of the system is shared.

Keywords: Scenario simulation, demonstrator concept, force aggjmyaerrain tracking,
sensor resource management, sensor allocation, senselimpderrain modelling.

1 Introduction

Information fusion requires methods for interpreting aliagBonal data in the context of complex
models of reality, describing possible alternative futdezelopments and evaluating their likeli-
hood. In defense applications, fusion processes explgihardic target situation picture produced
by multisensor fusion, combining its information with red@ta priori information, in order to
refine and interpret a battlespace situation picture. Witely, this semi-automatic intelligence
interpretation process aims at delivering a comprehersatare of the opponents’ options and,
based on an evaluation of these options, suggest thely ik&ntions.

In tactical ground-based scenarios, theriori information will typically consist of terrain
data, other important information about the environmenegliigence about the opponent’s tactics,
equipment and organization, known facts about the opp&nlegistics situation, as well as other
kinds of tactical knowledge (Steinberg and Bowman, 2001¢taided geographical information
will be needed, in particular to support calculation of sefte-target detection, classification,
and tracking parameters, spatial reasoning about tardpeivimir based on tactical doctrine, and
real-time terrain-dependent management of sensor resmurc

Such data have previously been fused to an operationaleitttough time-consuming manual
analyses and discussions. As the availability of sensar edgblodes as a result of technological
advances and fast decision-making emerges as a key regmtémcommand and control, this
manual fusion process becomes a serious bottleneck.

Automating the tactical information fusion process remsainesearch issue. In particular, itis
not yet clear how the basic methodology of computerizedmédion fusion should be structured.
Clearly, this structuring is not a purely technical taski & issue which must eventually closely
involve users of information fusion systems. In the Swedistense research and development en-



vironment, there are few opportunities to achieve the meguiser involvement until some credible
information fusion demonstration platforms have beeroohiiced to prospective users.

Such platforms need to be based on scenario simulationntiié&wown methodology likely to
offer the required versatility, dynamics, traceabilitydarepeatability of situations to be analyzed
and techniques to be applied. Thus, simulation-basedragséflowing prospective users first to
learn about, later to try out and put strain on proposed mé&tion fusion methods and their user
interfaces will be a prerequisite for the evolution and gidiser acceptance of these emerging
methodologies. No less important is the requirement ofdalvie to apply a sequence of fusion
methods to various analysis problems, and then objectaxedjuate their combined effectiveness
and performance.

To begin addressing these user requirements, the Swedieimd@eResearch Agency (FOI)
has developed a concept demonstrator called InformatisioRiDemonstrator 2003§D03) for
demonstrating information fusion methodology for a futNetwork-Based Defense (NBF) C4ISR
system. The theme dFDO3 is intelligence processing at the division level in a growaifare
scenario. In the demonstrator, information is transmititeoh sensors to a Command and Control,
C2, site. At the C2 site information is fused and interpreted

Drawing upon progress reports presented in several corderpapers (Horling et al., 2002;
Svensson and Horling, 2003; Ahlberg et al., 2004; Schuékedl., 2004), this report presents
principles, methods, system architecture, experiencdsanclusions from the development of
this system, which integrates research results in the afefasce aggregation, ground tracking,
and sensor resource management within a state-of-theearaso simulation environment.

In Section 2 arguments are presented why scenario simsilaterneeded to provide early
experience in integration, test, and demonstration of taeyntooperating analysis methods and
algorithms that will be needed in future high-level infotioa fusion systems. Overall research
goals of thdFDO3 project are also discussed here.

Section 3 reviews the main concepts of the demonstratdydmg its major use cases and
component models, as well as the scenario used in the firstrination in December 2003.

Section 4 surveys the fusion methods used in the demonstrBtese are Dempster-Shafer
clustering and Dempster-Shafer template matching foefaggregation (Section 4.1), probability
hypothesis density (PHD) particle filtering for ground \aitracking (Section 4.2), and random
set simulation for sensor allocation (Section 4.3).

In Section 5 the software architecture of tR®03 system is presented. The structure of the fu-
sion node model is briefly described in Section 5.1. Designirements and principles of the main
doctrine and object models are surveyed in Section 5.2id@eg13 introduces the main object cat-
egories and their roles in the simulation, and briefly dbssrthe data flow between the objects. In
Section 5.4, a viewer’s perspective of the demonstratidingsintroduced, then in Section 5.4.1,
the organization of the visualization modulelFDO03 is described. Modeling techniques used in
creating the environment model of the demonstrator areudgsd in Section 5.5.

Section 6 discusses the development environment and graceated folFD03. In Sec-
tion 6.1, experience from using and extending a generic lsitionn development framework for
simulation development is shared. Section 6.2 discussgsrtis and cons of usinfgATLAB and



FLAMES together while developing th&DO03 simulator. Section 6.3 notes the need for version
management systems.
Section 7 concludes the paper.

2 Projectrationale

In December 2003, our project completed the developmelt@®3 and performed a demonstra-
tion for an invited audience of tactical intelligence, C2thmology, and information technology
specialists.

IFDO3 integrates methods related to different fusion “levelde{&erg and Bowman, 2001),
specificallymultisensor-multitarget trackingorce aggregationandreactive multisensor manage-
ment It exchanges data in simulated real time in both directimgtsveen the scenario simulator
and the fusion system. It has three closely associated rap@bdities: to provide a test bed for
methodology in information fusion, to provide a supportsagnario simulator for the generation
of adequately realistic sensor and intelligence repomrsl as input to the fusion processes, and to
offer software tools, terrain models, and other preretgsdior visualization both of the develop-
ment of the scenario over time and of selected characteiatid effects of the fusion processes.

2.1 Purpose of the demonstrator

The main purpose of the demonstrator project was to provideearch platform for experimenta-
tion with specific research issues, in particular the inggrpetween different modeling techniques
used to address subtopics in this research area, as welti@sate a means of spreading knowledge
to interested parties about the current state of reseaiafoirmation fusion.

Most scientific approaches to understanding specific aspéctality have to be based on “re-
ductionistic” abstraction and isolation of each aspecsatgred. On the other hand, in scenario-
based forecasting models based on understanding alreadiynedib by reductionist approaches,
many more, if not all, significant complexities of the reas®m may be represented. Thasg,
during the last half-century, weather forecasting has yptigl developed, not primarily by dis-
coveries of new, meteorologically significant physical piwena, but by a combination of better
mathematical models of the underlying physics, improvep@ihms for their evaluation, im-
proved data collection and exploitation in models, and lagtnot least, a gradually increased
complexity and sophistication of integrative, synthetwieonment forecasting simulators, made
possible by the exponential growth in computer capacity.

Even though information fusion adds the serious compbeatif hidden, antagonistic human
decision-making to the physical processes of weather &stewy models we believe that the suc-
cess of such modeling could provide inspiration for infotim@fusion research, although this re-
search has a long way to go before it can claim any comparabéess (Hall and Steinberg, 2001).
So when will information fusion methodology have progressafficiently to make meaningful use
of synthetic environment scenario simulators? Out of odiom that all necessary ingredients of
complex forecasting models need to evolve together, weedngte that this is already the case.



Scenario-based simulation is often the only methodologylavie for systematic characteri-
zation and analysis of the kind of systems that are of intémdaformation fusion research. This
methodology permits experimentation with various methagsfigurations, and parameter val-
ues, evaluation of the effectiveness and efficiency of algms and modeling methods in relation
to a reasonably realistic approximation of the final appiccaenvironment, as well as verification
that all problem-relevant components have been includddnamdelled on an adequate level of
resolution. Also, it supports the establishing of a baldn&gstem design, by allowing discovery
and early elimination of vague concepts and unsolved oeigadtely treated subproblems, as well
as system performance bottlenecks. Design proposals wbidot work even in a simplified syn-
thetic environment can be identified and quickly eliminatedile methods which look promising
can be selected for deeper analysis.

Additional potential advantages from using a simulatiasdd R&D process in information
fusion include:

e shorter turn-around time and lower cost for the modellingyvag; this can be exploited to
create a close dialog with prospective users and customers,

¢ higher quality through improved opportunities to pre-geproposed system in synthetic but
increasingly realistic and probably ultimately dangerscesnarios,

e improved basis for the estimation of total system consioaatosts.

The above-mentioned concept of reactive multisensor neanagt requires that sensor control
messages based on fusion results can be fed back to the sangsimulated) real time. This
suggests an architecture where the entire multisensomldgtasition and fusion process is an in-
tegrated part of the scenario, in the guise of an acquisitianagement and information fusion
function of a simulated C2 centre. Note that as long as requents for man-in-the-loop capabili-
ties do not exist visualization can be done off-line, eliating real time constraints on simulation
processing. Such an architecture is employéedDO3.

2.2 Research goals and issues

We view Level 2 information fusion (Hall and Llinas, 2001)tag interpretation of a flow of ob-
servations in terms of a model of a physical process in spaddime. This process describes
the stochastic interaction between an observation sysieramplex target system (such as a hi-
erarchically organized enemy unit), and a complex enviremm According to this view, what
distinguishes Level 2 from Level 1 fusion is mainly the muaotpher complexity of the target and
environment models. g, involving imperfectly known relationships more or lesfiuenced by
rule systems such as military tactical doctrine, whichaftae behavior of the target system in a
way that needs to be stochastically modeled.

The information fusion research at FOI rests on a few basithoa®logy principlesj. e.,
cooperation between methods on fusion levels 1, 2, and 4ha c¢oupling between a qualified
synthetic environment and models of sensor behavior, téogee behavior, and communication.



The methodology uses finite set statistics (Mahler, 200@mpster-Shafer clustering and tem-
plate matching (Schubert, 2003b; Schubert, 2003a; Schi¥¥4), and particle filtering (Gordon
et al., 1993; Arulampalam et al., 2002). THeD03 project focuses on analysis, evaluation, and
presentation of new methodologies for a collection of int@air subproblems in automatic infor-
mation fusion: ground target tracking, force aggregatmultisensor management, and short term
situation prediction.

We expect that a combination of the above-mentioned tedesignay eventually permit con-
current tracking and short-term prediction of both soligeoks €. g, vehicles) and group objects
(e. g, ground force units), logically connected via uncertaid gague information in the shape of
doctrinal rules and communication capability.

The new demonstrator system is an extensible research andngdé&ation platform, where
new methodological ideas can be realized, evaluated andm&rated, and where various aspects
of increasingly complex network-based information fusgystems can be tested in reasonably
realistic scenarios. Whereas our previous informatioiofuprojects have focused on method and
algorithm development for various specific problems, intipalar clustering, aggregation, and
classification of force units (Cantwell et al., 2001) andssgrmanagement (Xiong and Svensson,
2002; Johansson et al., 2003), the development tools assdavith the new platform are intended
to support substantial reuse, including evolutionary esiten and rewriting, of both software and
simulation scenario descriptions.

3 Conceptual overview

The IFD03 system was used to perform a demonstration in neiceBiber 2003, based on a sim-
ple battalion-level ground force attack scenario. The destration event consisted of a 30 minute
replay session, corresponding to 75 minutes of real timee ddenario development was prere-
corded during several hours of simulator runtime. Suraedke information was generated during
the simulation by a set of sensor models, dynamically irgtted as a collection of distributed
actors interacting with their scenario environment. Thesses delivered reports more or less
continuously to a fusion node, symbolizing a future divislevel intelligence staff.

The demonstrator implementation is based on a combinafithree large development envi-
ronments (see Section 6), theoblem solving environmeildfor an in-depth study of this concept,
see (Walker et al., 2000MATLAB™™ (MATLAB, 2004), thesimulation frameworlELAMES™M
(FLAMES, 2004), and théerrain modelling systerferraVista’™ Pro Builder JerraVista, 2004).

In the project,FLAMES and MATLAB were tightly integrated, anBELAMES’ new handling of
advanced terrain models, generatedibyraVista, was specified and at least partly financed. Fi-
nally, theFLAMES software for visualization of simulation results using tigsv terrain modelling
feature was restructured and both functionally and conmijaunially substantially improved.

IFDO3 can be characterized as an executable model of a two-party gatween a multi-target
and a fusion node. Technically, services are implementédaggitive models”,i. e., behavioral
submodels of simulated actor models.



3.1 Use cases and actors

The major use cases (Jacobson, 1994) we had in mind wheimgréds system were:

e performing a demonstration addressing a possibly “infofusaive” audience. This is com-
munication, not research, but could be developed into a mdelbgy to present, visualize,
and later analyze in detail properties of new componentsabdystems,

e performing studies and experiments with sensor modelsiteaind other environment mod-
els, fusion methods, doctrine models, scenario assungt&in., in various combinations,
to test different hypotheses about possibilities and &tions related to Network-Based De-
fence (NBD) and information fusion,

e developing methodology and models for information fusiore., specification, develop-
ment, and testing of new methods and fusion concepts. Tlkeasid complexity of a full-
scale scenario-based simulator can be a severe drawbdgkretre research and devel-
opment process, prompting the question: how should ddtatiedies in various separate
test environments be structured to eventually supporesystemonstrations involving the
complete demonstrator platform?

The primary types of objects to be involved in our Decembe&i32@emonstration use-case
were specified as (Svensson and Horling, 2003):

e “red” (adversary) forces of battalion strength, consptof several mechanized and ar-
moured subunits,

e “blue” (own) division-level intelligence staff (fusion de), which can automatically and
very rapidly communicate digital information with recomgsance resources,

e blue home guard soldiers who observe the adversary advanughinoculars and possibly
other devices,

¢ blue surveillance UAVs controlled by radio from the fusiarde, carrying video or IR cam-
eras or laser radar, or some combination of such sensors,

e blue communications intelligence (COMINT) surveillanagits which can measure bear-
ings to radio transmitters and analyze radio signals (btileoode their messages). They
communicate measured directions and signaling timingsedusion node,

¢ blue ground target sensor networks capable of detectingnggvound targets. Under favor-
able environmental conditions, target type and sometimhestity may be concluded from
these detections.

Red and blue ground units move largely according to dodtridas on or near roads. Their

speed and movement pattern is influenced also by road amdhténafficability, varying between
vehicle and unit types. Blue UAVs fly according to a simple ayinc model, while immediately
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obeying control messages from the fusion node. The conteskages are generated by the fusion
service sensor-allocation. The fusion node uses the samsomation as input to aggregation,
tracking, and sensor management processes (see Sectmaahieve the best possible situation
characterization, given the modelling constraints inherethe demonstrator system.

3.2 Scenario

The scenario takes place in May 2015. Tension in the Baltecé&@ea has grown gradually over
several years and the state of alert of the Swedish deferscled®m raised. At the outbreak of the
war a number of concurrent events occur. Of these, a “trojasd’i landing at the ferry harbour at
Kapellskar is judged to constitute the greatest threathdfadversary is allowed to move further
inland towards the town of Norrtalje and occupy the lakespado the south of it, they will be

difficult to defeat with available own resources.

When the defending battalion commander has received hanamtders he wants to obtain as
fast as possible a detailed picture of the adversary’s s@aposition, and activity in order to be
able to judge their action options and decide his own. Thg omélligence sources available at
the time of the landing are four Home Guard patrols deployedrategic points along the enemy
advance routes, Figure 1. The battalion’s UAV group is addo immediately direct two UAVsS
for reconnaissance above Radmanso, to obtain a mordedipécture of the situation.

Figure 2 shows the situation at 17.45. The two UAVs directe@admanso have contributed to
the rather detailed situation picture. The chief intelige officer is able to state that the adversary
force consists of a mechanized battalion reinforced byaaotaft and artillery units, advancing
along two roads towards Norrtalje. However, as the bridgess,&kerbfjarden Is demolished by
the Home Guard at 17.30, the advance along the main roadagedtel

The final phase of the scenario involves the continued bat@el adversary march towards the
lake passes. As the sensor platforms of the defense becamegrd eventually only a single UAV
remains, it becomes critical to utilize that resource in #i@céive manner, in order to estimate in
advance which routes the adversary is likely to use duriadittal phase of their march, as well as
when they will reach the lake passes. With this objective ahitomatic sensor resource manager
of the fusion node is tasked to find the best route for the UAW eindecide where to drop its
deployable ground sensor network.

4 Fusion methods

The analysis module has three main tasks and uses fouretifferethods. The tasks are force
aggregation, ground vehicle tracking and sensor allocafldvey are performed using Dempster-
Shafer clustering and template matching for force aggm@gaprobability hypothesis density

(PHD) particle filtering for ground vehicle tracking, anchdomm set simulation for sensor allo-

cation.



Figure 1: Information collection situation at Radmangé0D. Four Home Guard (HV) patrols are
located at critical points along the adversary’s approaciter. A bridge is located at O.

4.1 Force aggregation

In force aggregation, sensor reports with given positiomet and type information are used. Here,
force aggregation is defined as a sequence of two proced3esspciation of intelligence reports,
objects or units (depending on hierarchical level) by ateltisg process; (2) classification of
cluster content through comparison with templates.

Initially, all pairs of intelligence reports are evaluatéalfind whatever is against an association
of these two reports to the same object: Wrong type of vebi¢hete that type assignments are
allowed to be more or less specific) Is distance too long oistamt? Wrong direction? Wrong
relative positions?etc This yields a conflict matrix which is supplied to the clustg algo-
rithm. We use the Dempster-Shafer clustering algorithnh@®ert, 1993; Bengtsson and Schu-
bert, 2001; Schubert, 2003a; Schubert, 2004) to partitierset of reports into subsets correspond-
ing to objects, and classify the objects by fusing all ingelhce using Dempster’s rule. This method
continues upwards level by level. At the vehicle to platamrel, vehicles are clustered and groups
of vehicles are classified using Dempster-Shafer matchgagnat templates (Schubert, 2003b).
At all levels in clustering and template matching severarahtive hypotheses are carried. Each
alternative hypothesis is matched and evaluated againsnaplates and a weighted average of
fitness is calculated for each potential template.

A screen picture from the demonstrator showing the resudiuibdmated force aggregation at
the platoon level is shown in Figure 3. This method is cutyedetveloped up to the battalion level.
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Figure 2: Situation picture at 17.45. The bridge is destiiogenoted by X.

A few other approaches to force aggregation are (Bierma@®3;1Lorenz and Biermann, 2002;
Johnson and Chaney, 1999).

4.1.1 Conflict matrix

There is one conflict matrix for each aggregation level. Todlect matrix elemenC;; contains the
conflict between the entitiesand;j. The matrix is symmetric and contains zeros on the diagonal.

When computing the conflict matrix for the reports, the cahtietween two reports is based
on their vehicle type, on how fast a vehicle must travel ineorith cause the two reports and on
how much their directions differ. When computing the confti@trix for vehicles and units, the
conflicts are based on doctrine data that specify how fait #paobjects appear within their unit.

All entities — reports, vehicles and units — contain a cfasgion of types,T. However, the
classification is uncertain, so we can only give probabsitior sets of types, representing the
varying specificity of type assignments in the reports. Tasidbelief mass supporting that an
entity is of typeA € T is denotedn(A). All basic belief functions inFDO3 are consonant, e.,
the focal elements of the belief functions can be orderedebynslusion, ensuring that their type
conflicts are well-defined.

Conflict matrix for reports.  The valueC of an element in the conflict matrix is computed from
the type confliciCt, the speed confliaf® and the direction confliaC<.

C=1-(1-CH1-C%(1-CY (1)
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Figure 3: Force aggregation of vehicles into platoons.

The type conflict between the entitiesande; is given by Dempster’s rule of combination
(Dempster, 1968; Shafer, 1976):

Cteiej = Z m(A) m(B) (2)

AEei7BE€j
ANB=0

The speed confliciC®, is obtained by calculating the speed at which a vehicle rtnagel, in
order to have caused both reports, see Figure 4.

The direction conflict,C¢, is calculated in an analogous way by computing the diffegen
between the directions of movement in the two reports. Ftaidesee (Cantwell et al., 2001).

Y

Figure 4: The relationship between speed and conflict.
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Conflict matrix for vehicles and units. If there is no enemy unit that contains the estimated
entity types of both reports, the conflict should be largehéire is such a unit, the conflict is de-
termined by the current estimate of distance between tte and the maximum allowed distance
according to doctrine.

For each level — vehicles, platoons, companies,... — argistmatrix,DM, is defined so that
the allowed distance betwedh, andT; is DM,;.

The conflict between entity, ande; is given by:

Cee, = Cap-m(A)-m(B) (3)
Aeei,Beej
where
Cap = aeI,raxl,lbIéB Cab (4)
and

(5)

. 1 d> DM,
b =19 0 otherwise

whered is the distance between entitigsande;.

4.1.2 Clustering

In (Bengtsson and Schubert, 2001) a method for clusteritejligence reports based on their
pairwise conflict was developed. This method was extendedammethod capable of handling
also pairwise attractions (Schubert, 2003a). Such eva&haot generated intrinsically in the
same way as conflicts. Instead, it is provided by commumnatitelligence, indicating that two
objects probably belong to the same unit (cluster) as theynasommunication. Such information
is made available from studying communication patternsiokt! through COMINTe. g, if two
objects are transmitting in sequence one may calculatemapility that they are in communication
and thus belong to the same unit structure.

As conflicts push reports apart (into different clusters) atiractions pull them together (into
the same cluster), using both can lead to an improved cingtegsult and faster computation. The
conflict, as calculated in Section 4.1.1, and the attradtgether form the basis for separating
intelligence reports into clusters. A high conflict betwén intelligence reports is an indication
of repellency that they do not belong to the same cluster.hidpeer the conflict, the less credible
it is that they belong to the same cluster.

External attracting metalevel evidence is representegagaise piece of evidence, wherg
is a degree of attraction.

The best partitioning of all intelligence reports is fouryddxlustering process (Schubert, 2004)
which minimizes a functionny, ., g (—AdP) with a proposition that this is not an “adequate
partition” AdP. This function was derived by combining thendlicting informationmy, ., with
the attracting metalevel evidengs, .

Approximately this function can be written as
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mpex(CAdP)~[1— [ Q=-pp)x]] I 0 -cy) (6)
(ij)IVa.einejEXa a (if)leiNej€xa
Clustering of the intelligence reports is done by neurasteting using Potts spin theory (Potts,
1952; Chaikin and Lubensky, 1995). The Potts spin problensists of minimizing an energy
function

N q
B= 333 U TS )
i,j=1 a=1

by changing the states of the spisig’s, wheresS;, € {0,1} andS;, = 1 means that repoitis in
clustera. N is the number of intelligence reports apthe number of clusters. This model serves
as a clustering method if;; is used as a penalty factor when repérasd; are in the same cluster,
andJ; when they are in different clusters.

The minimization is carried out by deterministic anneal{Rgterson and Soderberg, 1989).
For computational reasons a mean field model is used,Wyite-< S;, >, V;, € [0, 1], in order to
find the minimum of the energy function. The Potts mean fielda¢igns are

e_Hia[VVT
Via = gzl e—Hi[V]/T (8)
where
N
Hio[V] =Y JiiVia = VWi, 9)
j=1

andV, T, H;, andy are parameters of the annealing process.

In order to map the functiomy,.; g ,(—AdP) onto a Potts spin neural network it must be
rewritten as a sum of terms.

Minimizing the right member of Equation (6) is equivalenttinimizing the expression:

o —og(l—pip)+Y, Y. —log(l—cy) (10)
(ij)Va.einejExa a (if)leiNe;€Xa

To apply the Potts model to Dempster-Shafer clusteringraations/;; = —log(1—cij)d|a;na]
ande; = —log(1 — pi;)(1 — 014,n4,) @re used in the energy function (Equation (7)), whéyés
the focal element of the simple support functigrandd is a Kronecker function

1 ANA =0
Ol ama = ! J 11
[4:n 4] {0 otherwise (11)

and (in Figure 5)
1 i
ER (12)
0 @77
In Figure 5 an algorithm for minimizing the energy functibmdugh iteration of Equations (8)
and (9) is shown.
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INITIALIZE

K (nunber of clusters); N (nunber of intelligence reports)

Jij = —log(1 — ¢ij)0|4,n4; Vi, J;

Ji; = —log(1 = pij)(1 = dja,n4,))Vi, 5

s=0;t=0;¢=0.001;7 =0.9;7=10.5

T9=T, (a critical tenperature) = % maz(—Amin, Amaz),
where A\, and \,.. are the extrene ei genval ues of M,
where M;; = J; — J5 —v8;

VQ:Z-%-+6-randm,HVLa;

REPEAT
REPEAT- 2
Vi Do:
{s+1j<i
N _ s i>i
Hi = S 07— W v
Es = Za:l e_HiSa/T )
_gS t
%ZH*:e ??T + € - rand|0, 1)Va;
s=s+1;
UNTI L- 2
¥ Yia Vi = Vit <001
THﬂzszTQ
t=1t+41;
UNTIL
N 2ia(Via)? > 0.99;
RETURN

Figure 5: Pseudo code for clustering algorithm.

4.1.3 Number of clusters

In order to estimate the correct number of clusters, the icofdinction which results from clus-
tering with different numbers of clusters is calculated andlyzed. Of course, where the number
of clusters is too small the conflict will be high. Where themher of clusters is too large a very
small conflict, emanating from measurement errors, willagm

It was found experimentally that there is a change of bemawiohe conflict function near
the correct number of clusters, which was determined asvisll First, the logarithm of the total
weight of conflict as function of the number of clusters wampated from empirical data, see
Figure 6. Second, the concave lower envelope of this funetias determined using a convex hull
algorithm. Third, at an arbitrary abscissa, the envelopetion was bisected in a left and a right
part, each of which were then fitted by least squares to aghbtréine. Fourth, the acute angle
between the two lines was maximized over all bisection alsasi and the maximizing abscissa
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Figure 6: Logarithm of the total weight of conflict, showingjaalitative change in behavior near
the correct number of clusters. The result in this figure isedaon clustering all intelligence
obtained from sensors observing the advance of one me@utkibatalion.

was chosen as number of clusters.
Experimental tests of this algorithm using sensor repartisvehicles from the scenario showed
good correspondence with the total number of observed keshic

4.1.4 Classification

The classification process deals with intelligence repamta cluster-by-cluster basis. Looking at
intelligence in one of the clusters, the classification fiobelligence using templates takes place
in two phases. First, all intelligence reports within thaester are combined, then the combined
intelligence is compared with all available templates.

In the combination of intelligence a special concern is t@eésentation used. As the reports
in general are not reports about the same object or groupjeishone can not use a simple rep-
resentation dealing only with object type. Instead, a morapex representation has to be used,
that allows keeping track of different objects and theirgiole types. Intelligence reports that
are judged to be referring to the same object or group of tbpe precombined and henceforth
viewed as one intelligence report. In this way, all intedlige reports in the cluster under inves-
tigation can be combined, providing the opportunity to stigate different resulting hypotheses
regarding force composition.
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When selecting a template for the current cluster, a besthmagtween template and fused
intelligence is sought. Since intelligence consists oftipld alternative hypotheses with an ac-
companying uncertainty, every hypothesis, to its degremoértainty, must be taken into account.
As these hypotheses are also nonspecific with regard totappesi. e., they refer to a subset of all
possible types instead of to a single type, one cannot eggaetfect match for each type of object
in the template. Instead, one should look for the possybilita match between intelligence and
templatej. e., the absence of conflicts in number of items between whantiedigence proposes
and what each available template requests for all subseypes$. With this measure a template
can be selected for intelligence with nonspecific propossi

Let us now focus on one subset and the aggregation of the intelligence in this subset. Let
TY be a set of all possible types of obje¢iBY, } whereTY, is a type of vehicle or a type of unit,
depending on which hierarchical level is analyzed.

The frame of discernment when fusing reports regardingufit sets of objects that should
be combined as fragments of a larger unit structure becomes

@]a = {(ZL‘l,IEQ,...,I“[ﬂ)} (13)

wherex; = (x;.n, z5pt) is information regarding the” set of objects withr;;n C {1,..., N¢, }
andz;,,pt C TY. Here, N, is the maximum number of objects according to the intellggeim
clustera.

Comparing templates having specific propositions that arein in what they are requesting
with intelligence propositions that are not only uncertaurh may also be nonspecific in what they
are supporting can be a difficult task. The idea being usednadle this problem is to compare a
candidate template with intelligence from the perspeativeach and every subset of all possible
types of objectdY'.

To do this, one may investigate how much support a subsétofeceives both directly and
indirectly from intelligence and template, respectivdliie support for a subset @fY" is added up
from all propositions that are equal to, or itself a subsehisf subset of Y. This is similar to the
calculation of belief from basic probability numbers in Dester-Shafer theory, except that one
does not add basic probability numbers but natural numlegresenting the number of objects of
the proposed types.

Let 7" be a set of all available templat¢$;}. Each template is represented by any number of
sIotsSj whereSf,pt € TY is a possible type from the sét” ande,n is the number of that type
inT;.

Since there are several different alternative proposstiarthe intelligence regarding the type
of objects and their corresponding number of objects, omelsi¢do compare each potential tem-
plate with these alternatives and let each propositionenite the evaluation. For each template
a measure of fitness is found between the template and eaggbgtion in the intelligence, sepa-
rately.

A linear combination is then made, where each measure otfitreeweighted by the basic
probability number of that proposition,

m@Ja(<{L‘1,l‘2,...,{E|[a|>), (14)
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giving
1
TP Ja(ﬂ) = 5 Z mg Ja(<x17x27 s 7x\la\>)

(1,222,052 1,])

. n ST,(TY)
nescoiryy U STHTYY . n

] . n STi(Slio t) ]
MAX, 50, (534pt) {mm [STi(sé.pt)’ w H ST(Supt) > 0 (15)
1, STi(S}.pt) =0

+ min
J

whereS? pt CTY.
For each potential templafg, the number of objects requested by the template from the per
spective of subseX C TY in Equation (15) is calculated as

ST(X)= Y SnVXCTY (16)
J|S%,ptC X opt

and the number of objects supported by propositianz,, . . ., z|;,) of the intelligence from the
perspective of subséf C TY as

SC (X (1,29, ..., 2)1,))) = > Tian, VX CTY (17)

i | TE(T1,T2,T 1)

ZieptC Xept

The best template is selected if its matching value is aboweesthreshold, Figure 7. While
the fitness measureg, ,, (-) is used for aggregation from the current hierarchical lesek also
needs the basic probability of the highest ranked temptatary further aggregation from the
next hierarchical level. Through a fithess weighted tramsétion, these templates will share this
support in relation to their fithess towards the correspogécal element in the intelligence.

The basic probability number of a templateis found as

X1, T2y - . X1, (1)
T1,L2,..., xuanTj 7T<x1’ L2y 7x|fa|>(7}>
(18)
The evidential force aggregation method makes it possibéggregate uncertain intelligence

reports with multiple uncertain and nonspecific proposgianto recognized forces using tem-
plates.

me ,(Ti) = > mg 7, ((x1, T2, --vi'fua\>)z<

(x1,22, 52 1,) 2T

4.2 Tracking

In the tracking module, the states of an unknown number afmgptovehicles moving in terrain are
maintained. The tracking is based on observations in tha fufrintelligence reports of ground
positiony, ground speed, and direction of motio.
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Figure 7: The intelligence is fused into several alterregiypotheses. Each hypothesis is evaluated
against all templates to give an overall fithess for each lat@p

When tracking multiple targets in general, the size of tlagesspace for the joint distribution
over target states grows exponentially with the number rgfets. When the number of targets is
large, this makes it impossible in practice to maintain thetjdistribution over target states.

A mathematically principled approach to avoid the comlmnat explosion is to propagate
only the first moment of the joint distribution, thpeobability hypothesis density (PHRMahler
and Zajic, 2001). This entity is briefly described in Secdo.1. It has the property that its integral
over each sub-areéi in the state-space is the expected number of targets whisratea. Peaks
in the PHD can thus be regarded as estimated target state® t8e identities of objects are not
maintained, there is no model-data association problemveder, the method has the drawback
that no knowledge about dependencies in motion betweerctshgan be represented. Also in
Section 4.2.1, a patrticle filter (Gordon et al., 1993; Isard Blake, 1998) implementation of PHD
tracking, thePHD patrticle filter, is briefly described. For a thorough description, see (@ithalh,
2003). Particle filtering is suited for tracking with nomdiar and non-Gaussian motion models,
and is thus suitable for ground target tracking. The noadirterrain-dependent motion model is
described in Section 4.2.2.

In (Sidenbladh, 2003), the sensor visibility is assumedstamt with respect to position and
time. Here, we incorporate knowledge of sensor quality agld fof view into the filter. This is
described in Section 4.2.3.
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4.2.1 PHD filtering

The number of vehicles (called targets below) to track isnamkn and varies over time. This
means that the targets at timds a random set(Goodman et al., 1997; Mahler, 200D) =
{X},..., XM}, whereX: is the state vector of targeand N, is the number of targets in the set. A
certain outcome of the random d&tis denotedX; = {x!,...,x}"*}. Similarly, the set of observa-
tions received at timeis a random set, = {Z!, ..., ZM}, where)/, can be larger than, the same
as, or smaller tharV;. A certain outcome of the random Sétis denoted?; = {z}, ..., z;"}.

For large numbers of targets, it is computationally intabtd to keep track of every single
target. A more tractable approach is then to represent ttenfioment of the full joint distribu-
tion, the probability hypothesis density (PHDY, |x, , (x; | Z1.;) (Mahler and Zajic, 2001, Siden-
bladh, 2003), which is defined over the state-spgacd one target instead of the much larger joint
target spac®”t. The computational cost of propagating the PHD over timeushmower than
propagating the full distribution.

The PHD has the properties that, for any sulds&t O, the integral of the PHD ove$ is the
expected number of targets $hat timet:

EHFt N SH = / Dxt‘gu(xt | Zl:t) dXt . (19)
S

In other words, it will have local maxima approximately a target locations. The integral of
the PHD ovel© is the expected number of targets,

We now describe one time-step in the PHD filter, which is pgaped using Bayes’ rule
(Mahler and Zajic, 2001; Sidenbladh, 2003). Firspraor PHD is predicted from the PHD and
observations at the previous time-step. Then, new obsengdre used to compute thieelihood
of this prior PHD. This results in a neposteriorPHD. The steps are described below.

Prediction. The temporal model of the targets include birth (appearaheetarget in the field
of view), death (disappearance of a target from the field @vyiand temporal propagation. Prob-
ability of target death ip,, and of target birthpz.

Target hypotheses are propagated from earlier hypothesesding to the dynamical model

X = d(Xi-1, Wy) (20)
whereW, is a noise term independent Xf,_; (Section 4.2.2). This gives
Sx01X101, 2000 (Xt | i1, Zr1) = fxx0 (% [ Xe-1)

with no dependence on the history of observatons ;.
Other target hypotheses are born from observations at thagois time instant (Sidenbladh,
2003) according to the model

X = <Z5(h;(1(zt717 Vi1), Wy) (21)
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whereV, is a noise term (Section 4.2.2). This model defines the balthfR, |z, , (x: | z:-1).
To take all observations, = {Z/, ..., Z*} into account for target birth, a birth PHD is defined
from the set of birth pdfs as

Dx, s (el Zic) = D fxoze (Xe| 7)) (22)
zi_ €72 1
Given the models of motion, death and birth, the prior PHD liMaand Zajic, 2001) is esti-
mated from the posterior PHD at the previous time instant as

Dx, |51 (Xt | Z1:-1) =

peDx, 5, (Xt | Zi-1) + /(1 — D) fxo 1 X (Xe | Xe-1) Dx, 1 (20000 (XKoo | Z1:4-1) dxe1 - (23)

Observation. We definepry as the probability that a targetm®t observed at a given time step
(the probability of false negative). This entity is furthdiscussed in Section 4.2.3. Assuming
that there are no spurious observations, the posterior PkliDbadition is computed (Mahler and

Zajic, 2001) from the prior as

D, 1m0 (3¢ | Z10) = Y fxiizemie s (e 2 Ziaa) + P Dx 90, (50| Z1et) (24)

Z%EZt

where

Ix 12050 (% | 24, Z1ao1) o [z, 1%, (28 | %0) Dx, 5000 (Xe | Z1:21) (25)

which is a pdf (with the integral 1 over the state-space).

Using Equations (22), (23) and (24), the PHD is propagatédiiia. The result of the tracking
is the estimated number of targets and the location of thectlsd maxima in the posterior PHD in
each time step. An example of a posterior PHD is shown in Ei§ur

4.2.2 Terrain dependent motion and birth model

The state of a vehicle hypothesis at timéepends (Equation (20)) on the state of the hypothesis
at the previous time-step— 1, and on the terrain at the vehicle positipn Likewise, the state of

a newly born particle (Equation (21)) depends on the observérom which it was born, and on
the terrain at its position.

While the dependence on previous time can be modeled usiegrlidynamics, the terrain
dependence is highly non-linear. For each position, thraitecan be retrieved from the database
(see Section 5.5). The terrain influence on the vehicle ijposis represented as probability ratios

Twater — pwater/proad = 0, Trorest = pforest/proad = 0.04, Thelq = pﬁeld/proad = 0.2, and
Troad = 1 Of the vehicle being positioned in different type of tertain

The sampling from the conditional pdk, |x,_, (x: | x¢—1) is performed in two steps:
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% prediction:
for j—1:m N
% fromprevious tinme-step: posterior 5{71.
sanpl e prior & from fx, x,,(x:|&_,).
conpute prior weight = « (1—pp)/N.
end for
for i—1:my_1
% from previous time-step: observation z ;.
J — 7.
for j—(J+1):(J+N)
sanpl e prior & from fx, z,_,(x|zi ;).
conpute prior weight w! < pg/N.
end for
end for

% observati on:
for je1:(m1+n-1)N
conput e |ikelihood w7 — ppyw!.
end for
for 1—1:my
for je1:(my1+n1)N
conpute |ikelihood 7} — @] fz, x, (2| ).
end for
for je—1:(mp1+n1)N N
normal i ze |ikelihood 7 — ;iik.

kT

end for
end for

% resanpl i ng:
expected number of targets n;=3 Z(mt 1ne-1)N i,
for j«—1:nN

nonte carl o sanpl e posterior 5{ fromwei ghted set
Ui (B, (BT pmes ity

end for

Figure 8: Pseudo code for time-stem a PHD particle filter.
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Figure 9: The posterior PHD represented as a set of partiesgreater visibility, the histogram
over particle position is shown; the saturation of red in daie sub-areai(e., histogram bin)
represents the particle concentration in this area. Thethlue symbols denote, from lower left
to upper right, a ground sensor network, a UAV, and a homecgoairol.

1. Each particle in the old posterior clodd; ,, ..., ?ﬁ}lN} Is propagated using a first order
linear dynamical motion model.

2. Each new particle is given a weight...in type depending on the terrain type at its position.
A new particle cloud is then Monte Carlo sampled from the \w&gd particles.

Likewise, the sampling from the conditional p#f, ., ,(x:|z;_,) for each old observation
zi_, is performed as

1. NV particles are sampled from observatign, using a linear Gaussian model. The cloud is
propagated using a first order linear dynamical motion model

2. ldentical to step 2. above.

4.2.3 Sensor position dependent detection rate

The probability of missed detectignyry varies over space and time, due
to the type and fields of view of the different sensors.
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To achieve a correct PHD estimate it is important to model ¢ariance.

For each sensarin the system, the target detection probabitityand the present field of view
Al is known at a given time-stefp(see also Section 5.3). The probability of missed detedtian
certain positiory can then be derived as

pen(y) =[] (@ =p)). (26)

yEA]

This varyingpxy is used for propagation of the PHD over time as described irakgn (24).

This is intuitively obvious: if there are no sensors neathy prior particle distribution is
accepted as posterior distribution as is. However, pridigles that come inside the field of view
of a sensor are suppressed if there are no observationsgorstipem. Accurate sensors with high
pt suppress particles to a higher degree than sensors with s low

4.3 Sensor allocation

The aggregation module IFKD03 implements a simple version of sensor allocation base@don
dom set simulationAs in the tracking module (Section 4.2), random sets (Gaodet al., 1997,
Mahler, 2000) are used to formally describe the operatioausfalgorithm, and the probability
hypothesis density is used to render the method compugdiydeasible.

The purpose of the sensor allocation method implement&e03 is to determine which of
several sensor allocation schemes should be used in a gisteet situation. Input to the module
are a list of such allocation schemes or plans, a road netthatldescribes the geography of the
situation of interest, and positions of enemy units.

Pseudo code for our sensor allocation algorithm is showngarE 10. The algorithm, which
will be described in more detail in future papers, works d®Wes. A density vector:, is given,
which describes the positions of the units of interest agtims 0. A setS is defined, consisting of
sensor allocation schemes and information about the raadrieon which the enemy is assumed
to move.

Three different random sets are introduced:

1. X(t) denotes the positions of the enemy units at timeonditioned on them being &,
at time 0. It can be seen as representing a simulation of grouth: the instance(t) of
X (t) occurs with probabilityP[X (t) = x(t)|X(0) = zo|. For simplicity of notation, the
conditioning onzg is not explicitly shown in the following.

2. For each sensor allocation scheme S and instance:(t) of the future ground truth, a set
of possible observatioris(x(t), s, t) is calculated at timé. Z is also a random set; note that
it depends on ground truth as well as allocation scheme.

3. Finally, we determine what our view of ground truth woud given the set of observations
Z. This gives rise to the final random s&f(¢). Y (¢) is our fusion system’s approximation
of the (simulated) ground trutK(¢) using the observatiori obtained by deploying sensors
according to sensor allocation scheme
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Note that all of the random sets introduced are explicittyetidependent. Here, an expression
like P[X(t)] denotes the probability of the entire time-evolutionXoft), not just the probability
at a specified time.P[] can thus be seen as a probability density functional in tlespf all
explicitly time-dependent random sets. Further matherahtietails on this will be presented in
future work.

Determining which sensor allocation scheme to use is nowe domply by comparing the
assumed ground truth(¢) to the fusion system’s simulated viey(t). For each instance(t) of
X(t), the bests can easily be determined by averaging over the ensembldssefvationsZ and
simulated filter outpulY entailed by that simulated ground truth. An allocation scleas good if
the simulated filter gives a good approximation of the siadaround truth. The fit of a specific
allocation scheme for a certain simulated ground truifit) can be written as

H (x(t) s) =

J PIZ(t) = 2(t)[X(1) = a(t), s] x P[Y(t) = y()|Z(t) = 2(1)] x h<x<t>,y(t))dz(t)dy(t)(m
whereh is a functional that comparesgt) andy(¢) and the integrals are functional integrals over all
random setg(¢) andz(¢). In IFDO3, four differenth-functionals are used: two which compute the
entropy ofy at either a user-specified target-time or averaged ovenad| and two which calculate
the L, distance betweem andy, again either at a specific time or averaged over all time® Th
difference between the entropy-like measure and the distareasure is that the entropy measure
rewards allocation schemes that give rise to peaked disivifs, but might miss some of the enemy
units. A measure that uses a specific time is termed a locasumeawhile globalh-measures
average over all times.

The overall best sensor allocation scheme is then detedbyaveraging also over the random
setX(t), as

sPS = arg mlél/P[X(t) = z(t)]H (z(t), s)dx(t) (28)

Implementing Equations (27) and (28) would thus entail agerg over three different random sets,
which is clearly computationally infeasible. There areesal/ possible ways of approximating
these equations. One way is to use approximations of theapiltties P appearing in them,
perhaps employing some kind of Monte Carlo sampling instdable ensemble averages. In the
implementation used ilFD03, we use a number of approximations:

1. As stated above, all motion of adversary units is constichito a road network. Also, dis-
cretised time is used instead of continuous.

2. Instead of full random sets for simulated ground truthsestsations, and simulated filter,
PHD’s are used for these. This means that, for instarieg¢pnly gives the expected number
of units at different positions in the road network.

3. A very simple model is used for determinidyX(¢) = x(¢)] and averaging over ail(t):
it is assumed that the adversary’s movement can be desdrpadnotion modefl’. This
model is used to determine paths for all adversary unitseptest timet = 0. Instead of
averaging over all possible futures, a certain numiierof such paths are generated and
assumed to have equal probabilities of occurring.
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% Pseudo code for the four major steps of the allocation algorithm
% The nodul e sinulates N; ground truths and does

% N, realizations of the observation process for each

% ground truth, averaging the fitnesses. This process is

% repeated for each sensor allocation schene s, and the best s
% is selected.

% Note that x4, y and z here are vectors;

% we have discretised space to only include nodes that

% are present on the road network. T and ¢ bel ow

% represent the notion nodel constrained to this network.

% T is the end tinme of sinulation, while p; is the

% assunmed detection probability of a sensor.

% Si mul ating ground truth:
1 = X
for t=1:T-1
xi1 =x¢+O0wWhere § is randomy sel ected
end for

% Generate fictitious observations:
for t=1:T
if shas sensor with viewof z; at tine ¢
generate observation z;=xz; With probability py
end if
end for

% Simulate filter:
Y1 =21
for t=1:T-1
Y1 = Ty + 2041
where T is a transfer nmatri x corresponding to the road network
end for

% Conpare sinmulated ground truth and filter:
hi(s) = [lyr — zrll2

ha(s) = > lye — el

hs(s) = H(yr)

ha(s) =32, H(yr)

where H(z) is the entropy of the vector =z

Figure 10: Pseudo code for sensor allocation.
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Figure 11: Connections between different part$F@03. Lines between modules mean that the
modules exchange data. Note that the Visualizer is a separagram, while all the other modules
are linked into thd=i r e program.

4. A similar motion model in the form of a transition matriX is used to simulate the fil-
ter determiningY, and we average only over a numhbey of possible observations. €.,
realizations ofz).

The sensor allocation module returns the best found sefisoation scheme as well as
a quality measure that simply gives the fractions of the nemd simulated ground truths and
observations in whiclh dominated all other allocation schemes.

5 System architecture

In this section, the overall design of theD03 system is described. The demonstrator utilizes
all of the methods described in Section 4, and also makes fuse advanced terrain database
(Section 5.5) that has been integrated into the simulat@améworkFLAMES (Section 6). An
overview of how the different components fit together is shawFigure 11.

The simulation inFDO3 describes the stochastic interaction between an obsem&tstem, a
complex target system, in this case a hierarchically omgghadversary unit, and a complex envi-
ronment. Information is transmitted from simulated ses$oml simulated Command and Control,
C2, site. At the C2 site information is fused and interpretesing automatic information fusion
processes. Some of these interpretations are then usee IB2tkite as basis for issuing control
messages intended to improve sensor utilization in reldba predefined surveillance objective.
Models and methods are not allowed to require operatordot®n during the simulation. A key
component of the demonstrator is the off-line visualizérioh provides a movie-like, interactively
controlled multi-screen playback display of a set of patallews of the prerecorded simulation.

26



IFDO3 provides a standardLAMES procedure for scenario definition, which can be used to
combine the various object models in different ways to fopacific scenarios.

5.1 Cognitive model of the fusion node

The fusion node has access to a priori information in the fofra terrain model and a doctrine
and materiel database, generically describing the adwessailitary organization. Also, it has the
capability to perform dynamic remote control of a set of segsvhich can observe portions of this
force. On the highest level of abstraction the fusion nodeipges services for report clustering,
aggregation, classification, and tracking of force unitg] allocation and control of information
collection resources, see Section 4.

When a sensor model has made an observation, it communtbéés the fusion node com-
ponent ofIFD03. Upon receiving an observation, the fusion node storesata th an internal
format. Currently, detailed analyses are not performe@émh observation that is logged; instead
different analysis modules are called at different precdgel times. The three fusion modules
implemented iNFDO3 have somewhat different requirements on the data supgiéliem. The
particle filter implemented in th&r acki ng module needs to get observations fairly regularly,
while theAggr egat i on module can be called at greater time intervals.

If the fusion node determines that a certain fusion moduteikhbe called, it collects the ap-
propriate input data for the module and then takes care olifigsut. The output is logged to data
files for later playback in the visualizer, see Section 5.&dr theTr acki ng (Section 4.2) mod-
ule, the appropriate input is a list of observations thath@scurred since the last timfie acki ng
was called. Its output consists of histograms of the pagickpresenting the PHD of the hostile
units. InputtoAl | ocat i on (Section 4.3) consists of a list of positions of adversatysias well
as a set of possible sensor schemes and the road networknubedrandom set simulation. The
Aggr egat i on module utilizes all observations collected so far, anchaitis to build a hierarchi-
cal situation picture of the units. Its first step consistsadulating a conflict matrix (Section 4.1.1)
and then clustering the observations (Section 4.1.2). Timeber of clusters to use is unknown,
so an empirically derived procedure is used to determirse fiie Section 4.1.3. Once the proper
clusters are found, a classification procedure that corspeaeh cluster to a pre-specified set of
templates is performed, Section 4.1.4.

The output of thédggr egat i on module consists of a list of clusters and their classificatio
terms of templates. This output forms the input for the nex¢l of aggregation: classified clusters
of sensor observations are termed vehicles, and furthéyzethto get platoons, clusters of which
in turn give rise to companies. Each iteration of Aggr egat i on module thus produces lists of
vehicles, platoons, and companies.

5.2 Modeling doctrine, organization, and equipment

IFDO3 requires models describing the behavior and motion of adwgrground forces according
to their doctrinei. e, the set of tactical rules that is expected to guide the hehafthe opponent’s
army. This includes telecommunication and transportagionmg a road network of mechanized
forces in hostile territory. As source for military doctesy unclassified Swedish Armed Forces
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publications were used. The application of these docttimesir scenario was developed in dialog
with military experts.

The adversary battalion model consists of approximatelyedticles: battle tanks, armed per-
sonnel carriers, antiaircraft missile launch vehiclegngde launcher vehicles, and two types of
truck. To create models for these target objects, a tableoohalized detection, classification,
and identification probabilities were needed for each dlijgre and each type of sensor. In these
tables, objects are assumed to be viewed at a fixed distadaegamst a clutter-free image back-
ground, noise-free seismic or acoustic environment, etierdiating properties of the environment
will reduce these probabilities as they occur in observitptions. Five battalion options were
included:

1. mechanized infantry battalion

2. mechanized infantry battalion extended by a tank company
3. mechanized infantry battalion extended by a howitzerpamg
4. tank battalion with 3 companies
5

. tank battalion with 5 companies

The descriptions include unit hierarchy down to vehiclespifonal types. From these resource
descriptions the application “march under low threat” wagadoped, which includes the sequence
of and distance between vehicles and units, from vehickephatoons to companies.

The information used in modelling the radio communicati@eed to stimulate COMINT
interceptors describes the commanding hierarchy and sim@imunication rules. Simulated
radio messages are exchanged within platoons in the soefi&iis exchange follows two patterns:
(1) commander gives an order, subordinates answer oneaathéner, and (2) two-party dialogues.
Orders are more frequent when platoons pass certain gdogahpegions in the scenario where it
is likely that they must communicate because of commandéesige of routetc

5.2.1 Sensor modeling principles

How a sensor can be modelled depends strongly on its typenargl what is needed is some kind
of detection or recognition time for each sengog, for an image sensor, a shortest time during
which an object must be continuously visible to be deteatksgsified, or identified, each step in
this sequence requiring additional time. These times dépersensor type, obstacles in the line
of sight, and target object type, in combination with targgtude in relation to the sensor.

The resolution of an image-generating sensor is vital fersnsor’s ability to detect, classify,
and identify a target. It depends on optics, zoom factor @idditionally, the contrast between
light and dark parts of the image has to be strong enoughr{fKl€i97). The object’s aspect angles
in relation to the observing sensor are also of relevancealllyj the surrounding environment
generates clutter which reduces the sensor’s ability tingigish objects. It is here not sufficient
to build a sensor model at a certain level of detail. The stlgethreefold:
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1. A sensor detects energy (light, vibrations, radio sigjret),

2. The energy has been emitted from somewhere, as well aagatggdl and attenuated, re-
flectedetc on its way to the sensor.

3. For detection to take place, the detected signal-toen@iBo (SNR) from a target must be
high enough for a signature-extracting mechanism to findgtires it is trained to discern.

The higher SNR, the more detailed estimates can be produdszlmain issue is how the SNR
should be realistically modelled for a chosen sensor in &#&perrain where a typical target is
located.

The fusion methods tested IRD0O3 expect input such as observation times, target positions
and velocities with their uncertainty estimates, as weltaaget types with uncertainty within a
given target classification hierarchy. Recognition tygdichies relevant for the different sensors’
energy classes were constructed. According to these, ageisensor care. g, discern (with de-
creasing discernibilityxT80> / <tank> / <tracked vehicle with 6 track rollers / <vehicle>,
and a seismic sensor can discertheavy tracked vehicte / <vehicle-. Each entry in these hi-
erarchies can be expanded into all vehicle types belongirtglimited by the ontology of known
vehicle types. This allows comparisons based on eviderggdoning to be made between type
information from different sensor categories.

Sensors used to detect ground targets will likely show greates of false detection the more
difficult prevailing surveillance conditions are,e., the more hilly and diversified the terrain is,
and the more complex sound and seismic wave transmissiditicns are.

5.2.2 Image sensors

In the scenario used, there is a diversified terrain with nfargsted areas of different sizes, open
croplands, roads, lakes, and littoral regions. For reakofagions from UAV’s carrying video
cameras working in the visible region, this type of terraiowd give sparse bursts of reports
when targets happen to pass by sufficiently transparens afé¢he tree canopy, open areas, or are
travelling on roads. Other routes through the terrain gte\vetter camouflage. In future work, it
is desirable to reproduce this behavior in greater detadrder to study how the non-smooth flow
of reports will affect the performance of fusion methods.

Image sensor detection probability is based on the empfdoanson criterion” (Johnson and
Lawson, 1974). It gives a relation between the number oflvegopairs of light/dark bars in a
bar pattern of the same size as the target minor extensigecped towards the observer, and the
probability of detection, classification, or identificatioThe number of resolved bars is related to
the contrast between light and dark regions in the image,iaterpretable as SNR. For a sensor
in the visible region, this is the contrast of reflected lighthin and at the bounds of a potential
target. This contrast is dependent on target surface rafleetvariations, and the strength and
direction of the ambient light. For an IR sensor in the thdnmagion, contrast depends instead on
the target and background temperature variations. Outiselrget itself, a contrast-rich (clutter-
rich) background makes detection more difficult.
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The attenuation of light is modelled for an image sensorofisg from a UAV. The attenuation
factor is dependent on terrain cover type (forest/open)land, in the forest case, on the angle
between the line-of-sight (LOS) and the vertical direction

5.2.3 Ground sensor networks

The ground sensor network model was implemented in the sghpbssible manner. An integrated
tracker was assumed, to motivate the removal of terraircisffas well as the influence of the
individual positions of the network nodes. This led to aistetally homogeneous detection quality
inside the range of the network. The purpose of such a semsorcontribute intelligence carrying

high quality position and speed measurements, but pocsifitzgions.

5.2.4 Human observers

The model of human observers (home guard patrols equippthdagivanced measuring binocu-
lars) is less detailed than the image sensor discussed .abbigis mainly due to difficulties of
modelling the complex fusion performed by the human brainba&ic relationship of detection
quality proportional to distance was assumed and modehpeteas were then adjusted so as to
produce reasonably realistic output.

5.2.5 COMINT interceptors

Radio messages can be intercepted by blue COMINT inteneptployed in the terrain. The
interceptors give rather coarse information about beariagmitters. Bearing crossings are com-
puted to get an indication of the position of an emitter. Idesrto resolve the platoon structure,
information about position and communication pattern amsmitted to the fusion node, which
tries to find out who is communicating with whom, see Sectidn24

5.2.6 Sensor carriers (platforms)

Sensors will usually be carried by some kind of platformgiag from aircraft or UAVs to APCs,
soldiers and civilians. Sensor platforms can be charaetgriby their ability to elevate their sen-
sors to different heights, as well as their speed, theiitgkid move to various positions after
longer or shorter alerting timefc On the ground, stationary platforms may exist which areeeit
completely immobile, or are able to move only after a certageployment time. Vehicle-bound
sensor systems may also be present, whose carriers areregtreeted to move on roads of some
minimum quality, or are able to move in terrain of some minmwafficability.

5.3 Scenario simulator

All data originate in the scenario simulator. The primaryecks of the simulation fall into three
categories: actors, terrain model and fusion node.
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e Actors. The actors in a scenario simulation consist of red lalne units. Each unit is
equipped with a platform model and a radio model for commation. Blue units are also
equipped with various sensors for target detection andsifieetion. Sensor types mod-
eled are an autonomous video and IR camera, a “soldier” s¢msoal), a ground target
multi-sensor system (acoustic/seismic) and a commupitgintelligence surveillance sys-
tem. The video/IR camera can be attached to an unmannethaiele (UAV), which can
also carry and drop a ground target multi-sensor systemnable target detection and clas-
sification, visual and acoustic/seismic signatures aschéd to all red platforms. When a
detection is made, a report is sent to the fusion node wigetanformation.

e Terrain. As detailed in Section 5.5, the terrain model isctired as a triangulated terrain
skin with additional vector data, representinging the dezd of the environment, such as
vegetation foliage, by polyhedra. The platforms and sensoa scenario use this informa-
tion for mobility and visibility calculations. The same armation is available for the fusion
node, which currently uses it only in the tracking algorithim future versions, the terrain
model may also be used for path planning in the sensor aibwcatethod.

e Fusion node. In a formal sense, the fusion node (Sectional3o an actor in the scenario.
Itis implemented as BLAMES cognitive model attached to a blue unit. The other blue units
constantly feed the fusion node with target reports and upqoest, sensor status reports.
By sending sensor status reports a unit can update the fasamon the current coverage of
its sensors. This information is used by the tracking athori see Section 4.2.3. The fusion
node acts in the scenario by making sensor status requeststable units and by directing
blue sensor resources.

The parts ofFDO03 that handle scenario simulation are written in C and diydtiked into the
FLAMES suite of programs. All of our fusion modules are implemerntedompiledMATLAB
code, which is linked into thELAMES programFi r e to produce an executable.

5.4 Scenario display
During demonstrations, three adjacent projection screbow, respectively:
e reports and ground truth data displayed on a synthetic mekgbaund,

¢ results from the different information fusion methods thgled on map backgrounds, and

e dynamic plots of various statistics and other informatibowt the current state of the fusion
processes.

These views are intended to support a tactical intelligetei® in building a situation picture.

At the beginning of the scenario only a few reports have adivl hese are indicated on the first
screen (Figure 12) and then appear as clustered objects getbnd screen. This is the first chain
of fusion events shown during the demonstration. At the sammethe process can be followed on
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the third screen where plots of the number of received re@ont the estimated number of objects
are displayed (Figure 14).

As the scenario progresses, more surveillance resoureedi@cated and therefore many more
reports are delivered. On the second screen, views showistered vehicles and clustered pla-
toons are displayed. Here, vehicles and platoons are atitatha classified into more or less
specific categories, when possible into specific types. ahegories or types are displayed using
standardized army symbols (Figure 3). Comparing the twel$éereveals a good correspondence.
The operator can switch instantly between different agafieg levels such as reports, vehicles,
platoons and companies, showing how the different infoimnatusion methods work at different
levels. The display can also be paused, to show how corrdspaes vary in different situations
and between different levels of the scenario. By zoomingiimoy desired display area, detailed
situations can be visualized and discussed.

To indicate to the audience how the fusion methods are peifigy, various results can be
compared with ground truth as it is displayed during the destration. Having access to all
scenario information, the ground truth view shows the locadf all vehicles and all sensors in
the displayed area over time. Some of the information fusiethods used in the scenario require
a specific context to best show their capability. One exansglee particle filter tracking which is
more effective in terrain than on roads and should therdferdisplayed during a terrain passage.

5.4.1 Visualizer

The IFDO3 Visualizer is a substantially modified version of the orgiffLAMES visualizer
FI ash, aimed at illustrating the full functionality of thE-D03 fusion node. The simulation re-
sults can be visualized in multiple parallel visualizerakimng it possible to use several computers
and screens simultaneously. New views can easily be craatédustomized.

Two categories of views are usedIFDO03:

e Analyst views. These views could help an analyst build aasibm picture. An Analyst
view is a window with a 2D projection of the terrain model, lvitooming and panning
possibilities. On top of the map is a layer of Open GL graphitdFLAMES icons, repre-
senting sensor reports, unit positions or particle filtstdgrams. FolFD03 the following
views were designed and demonstrated: ground truth, seagorts, vehicle, platoon and
company aggregates and particle filter histograms on velaeel. Snapshots of the ground
truth and sensor report views are shown in Figure 12, thecleelaind platoon aggregate
views in Figure 13, and the patrticle filter histogram view igute 9.

Additional information for the analyst can be obtained hglahg on the symbols in a view.

An information box then appears with details specific forregpe of symbol. As an exam-
ple, clicking on a platoon symbol gives information on the af the aggregate, its classifi-
cation and certainty, the number of vehicles in the clusitening the platoon and the best
alternative classification.

e Status views. These views display technical data from tladyais methods. Two Status
views were designed for thi€-D03, using basicMATLAB plotting tools. The first view
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Figure 12: Snapshot of the sensor report (top) and groutial @iottom) views inFDO3.

(Figure 14) shows the stream of incoming reports, the estidraumber of vehicles, platoons
and companies over time. In the case of estimated numbehaflgs, two graphs are shown,
representing the estimate given by tkgggr egat i on module and thdr acki ng module
respectively.

The second status view is used for demonstrating sensamatitbo. The alternative paths
available for the sensor platform are shown and the choit¢keo$ensor allocation method
is highlighted.

From a programming perspective @03 Visualizer consists of four entities, three of which are
executable applications. The database, handledMy3QL database manageviySQL, 2004),
stores simulation result data to be visualized. The posgs®or application is responsible for
creating tables in the database and for converting andfénaimg simulation result data into the
database. The playback control application is respon$aolsynchronizing the playback of the
scenario across the different connected visualizers. Sheaontrols the playback of the scenario
from this application, which works as a server to which treuaiizers can connect as clients. The
user can move freely in scenario time and the clients will peated accordingly. The modified
Fl ash application is responsible for the actual visualizatiothaf data.
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Figure 13: Snapshot of the vehicle and platoon aggregatesurelFDO3.

e

Figure 14: Snapshot of the standard status vieWD03. The sub-plots show incoming reports
and the estimated number of vehicles, platoons and congpane time.
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Figure 15: Visualizer perspective eastward, covering & giathe scenario area of interest. The
terrain is color-coded according to (forest: green, opewl:layellow, water: blue, road: grey,
built-up areas: pink). Note the different heights of foremhopies and built-up areas.

5.5 Environment model

The terrain model fotFDO3 is created by using a third party terrain database gener&tial,
TerraVista Pro Builder TerraVista, 2004) developed by Terrex, that can import data from differ
ent sources and export a single correlated terrain deseripTerraVista also has the ability to
write the correlated data in a variety of formats. The terraiodel is structured as a TIN DEM
(Triangulated Irregular Network Digital Elevation Mode®presenting the terrain skin, and addi-
tional vector data describing terrain features, such ads;aavers, lakes and housekerraVista

is primarily a tool for creating terrain databases for vigiaulation, however, it also has options
for creating vector files or raster images ferg, GIS applications. All output is correlatede.,
geometrically and topologically consistent.

5.5.1 Terrain data

The source data for this terrain model consisted of conuratioff-the-shelf geographic data from
the Swedish Land Survey. Source data used in the project tmmeGSD Geographical Data
of Swedeh For the scenario used ifFD03, data describe a 45 x 20 Knarea including the
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Figure 16: A small portion of the TIN DEM model. Note the roa¢tion near the middle of the
figure.

peninsula of Radmanso, north-west of Stockholm. Thaierfieatures were grouped into seven
classes defined ByLAMES: bridge, building, canopy, land region, lake, river, anddo

The 50 x 50 M ground elevation database from which our triangulated 3@ehwas built is
probably detailed enough for our needs. However, for reéalmsodelling of the strongly varying
tree canopy transparency, we would need, say, 25 x 28aster information on tree population
density and type, as well as typical tree height and mixitig & coniferous and deciduous trees.
The CORINE Land Cover projecCORINE Land Cover Projec004) aims at obtaining higher
specificity databases of land cover information for the Euntdes. Work on this map product
for the scenario area of interest, although ongoing, wasowipleted in time to be used in our
demonstration.

6 Evolutionary development and its environment

In general terms, evolutionary system design and develop(@®plien, 1999) may be described
as a methodology where large development projects ardipa€ed into an organized collection
of separately agreed subprojects or phases. Each phaseeisplrl according to a predefined
design contract, which can and must be operationally vdrifiea set of “users” representing the
“customer” organization. Originally, the main rationaleevolutionary design and development
is to facilitate close customer and end-user involvemethi@development process. But a similar
iterative design and development process is also wellagtotehe needs of a research group which
develops comprehensive software while striving to retaircimndividual responsibility for design
and work planning (Fredriksson et al., 2001).
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Figure 17: Terrain feature data after adding roofline dataifobuildings (purple) and areal data
for two bridges (dark blue).

To keep complexity, development time, and cost within atadgp limits, the development of
simulations for information fusion research need to be haseextensive reuse of both software
and scenarios. Models need to be adapted to the scale of amhand control scenarios, typically
involving hundreds or even thousands of actors in a mainbyigd-based environment encom-
passing, say, between 10 and 1000°kmA development environment suitable for evolutionary
development of information fusion test and demonstratimiesns should allow information fu-
sion algorithms and ideas to be tested in a software plugpe 6f open simulation development
platform (Horling et al., 2002).

6.1 Simulation development environment

A simulation framework is a product which provides a genelgwelopment environment, or
toolset, for modelling and simulation. Over the past sixrgdeOl has acquired a simulation de-
velopment platform, based on the commercial simulatioméaorkFLAMES (FLAMES, 2004),
suitable for experimental evaluation, evolutionary depetent, and demonstration of many kinds
of event-driven scenario-based simulatioREAMES offers an infrastructure that includes com-
mon facilities for models, such as object, time, memory, dath base management, as well as
execution control and more. It also provides a set of stahdpplications to support scenario
definition and execution.

To adapt thé&-LAMES framework to the needs of information fusion research, aded terrain
modeling facilities were included (Horling et al., 2002}lowing fully integrated topographical
and thematical models of geography to be used in the simuokti In thelFDO3 project, the
resulting development environment was further extendeallbywing simulation program modules
to be developed using the problem-solving environnh&atLAB (MATLAB, 2004). According to
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FLAMES conventions, models should be written in C or C++. Therefoue development process
includes automatic translation BATLAB modules into C using th®IATLAB C Compiler.

The simulation framework approach has by now proved itstghi offer substantially in-
creased productivity in a number of complex cases. Thiséstddaster development of scenarios
and models, extensive reuse of scenarios, models, andapnagiodules, as well as cost-sharing
and cooperation with other projects working with relateskta

Obviously, these advantages come at a price:

e license costs for the simulation framework can become aunbat, and may need to cover
development costs irrelevant to one’s own organization,

e increased productivity can often be achieved only in thg lkam, and sometimes as higher-
quality research results rather than as straightforwastl savings,

e in each usage category a simulation framework supportse th@ need for in-house know-
how which needs to be accessible to several competencegyangiprojects.

6.2 Using MATLAB for simulation software development

The decision to usBATLAB instead of C or some other language (CommonLisp was a serious
advocated alternative) for developing the fusion node \a&ert because we wanted to spend as
little time as possible developing and debugging the impletation of our algorithms, and focus
our work instead on algorithm design. The fact that most af group has significantly more
experience in the use MATLAB than of C influenced this choice.

Using MATLAB for software development has had both positive and negatimeequences.
On the pro side, new ideas may be quickly implemented uSIALAB's rich variety of built-
in functions. MATLAB algorithms could often be conveniently debugged by loadupgt data,
previously generated and then saved during execution afdhwiled system, into an interactive
MATLAB session. Also, test code could very easily be added, suclodim@ the input or out-
put of a function. All this contributed to a very significasgmetimes tenfold, improvement in
development productivity.

On the con sideMATLAB does not provide fully automatic garbage collection. ladiehe
MATLAB system handles allocation and deallocation of memory fgeatd by use of a heap
mechanism. Memory space is automatically reallocated vareobject grows. Initially, this
caused severe memory fragmentation problems. To diagmolsiexasuch problemsyISWindows
diagnostic functions had to be used to obtain informatiomamory availability. Ultimately, the
cause of these problems may be found in a programming styladjosted to the development
requirements of large systemATLAB allows preallocation of matrices that will contain a large
number of data. This is the style to be preferred when devajolarge systems iMATLAB
(MATLAB, 2004). Itis, however, not necessarily easy to apply tlyie sbnsistently and our efforts
to remove all memory fragmentation problems from the systaue not yet been successful.

To illustrate the possibly large performance differencevieen compiled code written MAT-
LAB and C, respectively, consider the time-critical aggregatomputation inFD03 (Section 4.1).
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The average measured computing time per completed rejpevishicle aggregation in the demon-
stration scenario was initially about 30 min. on a 2.6 GHgkErprocessor PC. A few hundred
reports were clustered each time, usually yielding an agtinmumber of 10-30 clusters (vehi-
cles). In this problem ten clustering trials were made faheaf 21 different cluster sizes in each
force aggregation. Through a systematic, profiler-guidstecptimization effort involvingi, a.,
hand-translation of the most time-consuming loops intoofaltclustering execution speed was
later improved by more than a factor of ten.

MATLAB, designed as an interactive environment, will not catchyrarors when théAT-
LAB Compiler is used. Even simple things like misspelling a fiorcor variable will cause
run-time errors. HoweveMATLAB Compiler does issue compilation warnings for many errors
like these. ThusMATLAB Compiler messages should be closely watched.

The large size of the terrain database makes the simulatoclogse to thewindows upper
limit of 2 GB per process memory size. Using a larger terraitadase size would therefore not
be possible under this operating system. Conceivableign&iof this problem include switching
to a computer system with 64 bit address space, or changatgittain database part BEAMES
to use a disk-stored database. In a short term perspectitte approaches seem unrealistic. We
recently noticed, however, that applications running uritle Windows XP and 2003 Server
operating systems may use up to 3 GB memory per process, wroohises to resolve our short
term problem, although this has not yet been confirmed.

6.3 Code versioning and documentation

TheCVS (Concurrent Version System) configuration mana@af$ configuration manage2004)
played an essential part in our system development protékie the use ofCVS requires con-
siderable discipline from developems. (g, not committing untested code, writing proper change
logs), we would probably not have been able to interface iffierent parts of the system without
using it, or some similar system.

7 Summary and future work

The Swedish Defence Research Agency (FOI) has developethandgrator, calledFDO03, for
demonstrating information fusion methodology focusedmialligence processing at the division
level. Using this demonstrator FOI is able to demonstratsite information fusion methods
for a future Network Based Defence (NBF) C4ISR system. Thaarestrator also functions as
an internal development tool for testing newly developedhmas in an established environment
together with previously developed methods.

The primary purpose of the project has been to investigateihformation fusion methods
can be combined into a system and work together in the cootakiat system. We also wanted
to create and exercise an effective mechanism wherebymafiton fusion concepts can be com-
municated to our customers and other interested partiesill¥;iwe wanted to create a basis for
discussions with customers and prospective users aboutrésmarch in the information fusion
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area should be prioritized. On the other hatklD03 is not a design and certainly not a proto-
type of a deployable system. To create a prototype, a signifiadditional R&D effort would be
required.

Further development of the patrticle filtering tracking teicjues used ilFD03 may eventually
permit concurrent tracking of both solid objeces ¢, vehicles) and group objects.(g, ground
force units), logically connected via uncertain and vagdiermation in the shape of doctrinal rules
and communication capability. Work is also ongoing to depatew, more powerful methods in
the general area of sensor resource management. Finathestare being made which may lead
to some capability to automatically recognize tacticahpland intentions (Suzi¢, 2003; Johansson
and Suzic, 2004).

Successively for various scenarios, in the future we alpeetdo create a capability to address
effectiveness issues, such as:

e what improvement in effectiveness of various aspects oasin modeling can be expected
from different information fusion methods?

e what improvement in effectiveness can be expected fromwaanktbased defence technol-
ogy, with and without information fusion methods?

e how do delays and “inertia” of various kinds, arising fraeng, information transmission or
information processing, influence expected improvemengdfectiveness?

The demonstration ofFD03 in December 2003 for the Swedish Armed Forces, as well as
subsequent ones during the Spring of 2004, were very wedived.
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