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Nomenclature 
 
Below, attention is briefly directed at a number of basic terms and concepts used within the 
report.  
 
Firstly the term “flame spread model” refers to all the submodels for the calculation of fluid 
flow, combustion and different heat transfer mechanisms, as well as routines for modelling 
the thermal decomposition of the solid material. The latter is generally referred to as a 
material- or a pyrolysis model. 
 
The following nomenclature has been employed: 
 
cp specific heat capacity at constant pressure, 
g gravity (9.8 m/s2) 
h specific enthalpy or heat transfer coefficient, 
k thermal conductivity, 
ka gas absorption coefficient, 
m mass, 
q heat release per unit mass 
t time, 
U or u velocity vector, 
 
A Arrhenius pre-exponential factor for a chemical reaction or area, 
Ea activation energy, 
∆Hc heat of combustion, 
∆Hev heat of combustion, 
∆Hpy heat of evaporation, 
HRR heat release rate, dQ/dt, 
I radiant intensity, 
Ib black body intensity, 
Pr Prandtls number, 
Q heat release, 
R gas constant, 
T temperature, 
 
δ thickness, 
ε emissivity, 
Γ diffusivity, 
ν kinematic viscosity, 
ρ density, 
χ radiative fraction, 
φ symbol for an arbitrarily scalar, 
Ω arbitrarily volume in space, 
 
Superscripts 
 
’’ per unit area, 
’’’ per unit volume, 
. time derivative, 
 
Subscripts 
 
0 ambient or initial value, 
a active material, 
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i, j, k cartesian co-ordinator directions, 
loc local value 
m moisture, 
py pyrolysis, 
w wood, 
∞ infinity, 
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1. Introduction 
 
Simulation of fire and fire induced phenomena is a challenging field of research. It involves 
the modelling of a turbulent, buoyancy driven and chemically reacting flow and its effects on 
the surroundings. Until recently, limitations set by computational resources put a serious 
constraint on any modelling effort based on first principles. Instead, semi-empirical models, 
often developed for specific end-use scenarios was developed and used in studies concerning 
smoke movement, temperature development due to fire and even flame spread and fire 
growth. With the advance in computer power it became practicable, at least to some degree, to 
make better use of first principles in fire calculations. At this time, say in the late 80’s, CFD, 
basically referring to a set of numerical procedures used to solve the computationally 
demanding partial differential equations describing fluid motion, had been used in many 
different engineering disciplines and was now also embraced by the fire researchers. 
 
Writing 2004 it is now possible, given proper care, to use existing CFD software to solve for 
the transient smoke movement along with its temperature distribution in space in rather 
arbitrarily geometries. But many problems remain, one of these being the prediction of heat 
transfer from the fluid (gas) to the surfaces of a solid material, such as a wall or a ceiling. This 
is unfortunate since the heat flux governs ignition and the subsequent spread of flame on the 
surface of a material such as a combustible lining, thus governing the fire growth. 
 
 
1.1 Background 
 
During 2001 and 2002, a number of ignition experiments were carried out at FOI, the Swedish 
Defence Research Agency, using a pulsating CO2 laser as heating source1,2. The sample 
surface temperature was recorded using thermocouple measurements and an IR-equipment, 
the time to ignition was also monitored visually. Furthermore, in 2003, a series of experiments 
were carried out studying the transient fire growth in one and two room configurations.3 The 
analysis included the effects of ventilation and the means of fire initiation. The compartments 
were, fully or partially, lined with medium density fibreboards, MDF, allowing flame-spread 
within, and between, the compartments to be evaluated. Several important issues were 
highlighted from the experiments. The commonly accepted criterion for flashover, 20 kW/m2, 
to floor was shown to be on the unsafe side rather than being a conservative approximation. 
Another common critical limit for flashover based on the average temperature of fire gases 
was however, confirmed. Furthermore, the time to ignition was shown to be closely linked to 
the mode of initiation and initial fuel type. 
 
Many researchers and code developers have claimed that their software provide the means to 
model fire growth in room fires. Indeed, this would be a desirable feature in assessing 
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building fire safety since the course of fire development would not have to be approximated 
through engineering methods but evaluated depending on the combustible materials being 
present in the compartments of interest. However, recent studies have shown that the flame 
spread problem is still unsolved for all but the simplest scenarios for which several models 
can be tuned to provide qualitative results and to some extent produce reasonable quantitative 
predictions4. At this point, no flame-spread model has been proven a reliable tool to the fire 
safety engineering community. 
 
 
1.2 Purpose and objective 
 
A theoretical response to any experimental test program is fundamental in order to extract the 
core of information being held within the measured test data. Therefore, the purpose of this 
study is to fill in some missing pieces, trying to find answers to some of the questions which 
arise from recent experimental work performed by the Fire Technology Group at FOI. The 
report aims at a comprehensive review of the flame spread phenomena from gas phase 
modelling, heat transfer to and through a solid leading to ignition, the pyrolysis process and 
the subsequent flame spread and fire growth. This will lead to an understanding of the 
possibilities and limitations of different models involved in the simulation, including the ones 
used in deriving input data, thus allowing an identification of problem areas which need 
additional attention. 
 
While surface flame spread on interior wooden walls may not be a very high priority from a 
military perspective, the scenario being more interesting to architects, designers and safety 
engineers, the course of events associated with such a fire scenario, starting with fire initiation 
followed by fire growth and a subsequent flashover and ventilation controlled burning is, 
however, of major importance in evaluating the fire safety in most military applications. This 
work is concerned with fire initiation by “normal” events such as electrical failure, fuel 
leakage and the like. Extremely high, short duration, heat fluxes arising from direct weapons 
induced phenomena are not covered. 
 
 
1.3 Overview of the report 
 
Chapter 2 will give a short summary of some related ongoing or recently presented research in 
the field of heat transfer from flames, ignition and flame spread putting the work performed 
within the framework of this project into perspective. 
 
The following chapter, Chapter 3, presents the experimental basis for this theoretical review. 
It includes a short review of the Cone Calorimeter, ISO 5660, for ignition and heat release 
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measurements, highlighting some of its weaknesses. Furthermore, surface temperature 
measurements using different measurement techniques are presented. Finally the model-scale 
flame-spread and fire growth experiments are summarised. 
 
Chapter 4 gives a brief introduction to gas phase modelling including the turbulent 
combustion but with the emphasis on the modelling of the radiative and the convective heat 
transfer to a solid boundary as implemented in the CFD code FDS.  
 
The thermal response of a combustible material to a heat exposure is characterised by the rate 
of generation of combustible pyrolysis gases. Chapter 5 presents the pyrolytic process 
describing the thermal degradation of wood. The difficulties introduced are not unique for 
wood but applies to several practical building materials. Furthermore, the pyrolysis model 
implemented into version 2 of FDS is presented to be used later in the report.  
 
In Chapter 6 the test data obtained from the experiments described in Chapter 3 is used to 
derive input data to the pyrolysis model. A systematic methodology is presented and some 
different techniques are compared. 
 
Chapter 7 presents results from using the flame spread model to predict the fire growth in 
experiments of one and two room configurations. Experimental data from fire heat release 
rate, gas temperature and velocities are compared with model predictions. Furthermore, a 
simple analytical relationship is described and evaluated in short. 
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2. Some related research 
 
In the late 1960’s John de Ris6 pioneered the theoretical analysis of flame spread in his work 
on the spread of laminar diffusion flames. In the decades that followed the governing 
equations were described in some detail including momentum, heat and mass transfer in the 
solid material. However, since the hot, fire induced, flow could not be adequately described 
researchers tried to approximate the spread of flame using analytical equations tuned for 
specific end use scenarios. This work was influenced by Williams7 who qualitatively 
described different modes of flame spread using a relationship that he named “the 
fundamental equation of flame spread”, Equation 1. He encouraged the use of a practical 
methodology where all but the most important features were ignored, thus putting the focus 
on important but yet unsolved key phenomena and in the end obtaining a solvable set of 
equations. 
 

Eq. 1 

 
The fundamental equation of flame spread summarises the theory of the flame spread 
phenomena stating that the spread rate, referring to the velocity of the pyrolysis front, is 
governed by the incident net heat flux divided by the material density and the enthalpy. 
 
Following the growing interest on performance based fire safety design some researchers 
worked to find a flame spread model that could be used as an engineering tool. Among those 
were Thomas and Karlsson8 who found a way of solving the flame spread equation derived by 
Saito, Quintiere and Williams9, ending up with a set of complementary analytical equations. 
Shortly thereafter, Karlsson10 presented a methodology to use the model equations obtaining 
good agreement with experimental data in a one compartment scenario including a variety of 
combustible materials. It was shown that the model could be used in estimating the fire 
growth in scenarios with, and without, combustible linings attached to the ceiling. Despite the 
successful sample calculations, the flexibility of this kind of model is, however, very low. 
 
A few years later, computers had become sufficiently fast to allow the solution of a simplified 
set of governing equations for the turbulent reacting flow. Yan11 was among those who first 
explored the possibility to couple different pyrolysis models to the general solution of the 
flow field using computational fluid dynamics, CFD. A first attempt using data directly from 
the small scale test apparatus, the Cone Calorimeter, was deemed as moderately successful 
thus Yan developed a pyrolysis model based on the heat transfer through the solid material. 
The results were promising and several researchers followed, basically using the same model 
equations. The pyrolysis model proposed by Yan is still being used by different researchers 
coupled to CFD codes using different submodels. 

h
qu py ∆

∝
ρ
&
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Hostikka and McGrattan12 implemented the pyrolysis model of Atreya13, based on a first 
order Arrhenius rate reaction equation, into the popular CFD code FDS. This is the 
combination used for calculations in this study and will be described in more detail in the 
following chapters. The approach is promising but the details, concerning the pyrolytic 
behaviour as well as the fluid dynamics, are yet to be perfected. This is a general problem in 
flame spread modelling and has been recognised by a group of researchers under the 
supervision of Prof Holmstedt in the CECOST group (The Centre for Combustion Science 
and Technology)14 who, basically following the advice of Williams, approach the problem 
systematically adding details as they become well understood. Their work have focused on 
detailed measurements of kinetic parameters and the processes governing pyrolysis, they also 
study the heat transfer in the interface between the gas phase and the solid material as well as 
measurement of surface temperature using a thermographic phosphors technique. 
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3. Experimental methods 
 
Input data to any pyrolysis model include the thermal properties of the solid as well as 
parameters governing ignition and the subsequent thermal response of the combustible 
material. These parameters are, as a rule, rather difficult to find in the literature. Unambiguous 
and validated kinetic data are scarce and may differ by several orders of magnitude for the 
same material. The reason for this may be attributed to different measurement techniques. 
Model simplifications add to the difficulties as model developers tend to include unknown, or 
unresolved, physics into any available parameter, which may then make literature data on the 
physical parameter inadequate. 
 
The solution to this discrepancy between model and reality has been to use small scale 
experiments, most often the Cone Calorimeter, choosing input data according to a best-fit 
analysis, comparing model predictions with measured results on mass loss rate and time to 
ignition for different incident heat fluxes until a set of parameters providing a satisfactory 
comparison has been identified. This chapter will give a short description of the different 
experimental setups used to derive the input parameters to the pyrolysis model. Furthermore, 
the model-scale experiments are summarised. 
 
 
3.1 Evaluation of ignition using a CO2 laser source 
 
In order to evaluate the onset of ignition at different heat fluxes Walmerdahl1,2 used a 
pulsating CO2 laser as a heat source reaching an incident heat flux as high as 190 kW/m2. The 
sample material was a 9 mm thick MDF board, its centre being exposed to a laser beam with a 
diameter of 3 cm. The intensity distribution of the beam was controlled using beam expanders 
making the exposure uniform. Both spontaneous and piloted ignition was considered. The test 
series with piloted ignition used a cantal wire to initiate a combustion reaction in the pyrolysis 
gases. During the tests a number of measurements were recorded including rate of pyrolysis 
(mass loss), surface temperature and time to ignition. The setup is presented in Figure 1. 
 
Despite the rather good repeatability that was shown it can be expected that the method 
suffers from sensitiveness of boundary conditions and scale effects. At this time, no 
experimental data exists where this has been evaluated. 
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Figure 1. Sample holder, scale and exhaust hood (left) and beam expanders (right). From reference 2. 
 
 
3.2 The Cone Calorimeter 
 
The Cone Calorimeter, shown schematically in Figure 2, has been used for classification 
purposes for a long time and it is widely spread. The method is standardised and has been 
proven to provide results that are repeatable and reproducible. Although frequently used by 
modellers, the results from this testing apparatus was never intended to be used for model 
development, model validation or to derive input data to model equations, the reason for its 
continuing use by modellers being the lack of alternatives. Complete information on the Cone 
Calorimeter can be readily found from several sources5,10,15 and in the following only a few of 
the major drawbacks using the method for model development and evaluation purposes will 
be repeated in brief. 
 

 
Figure 2. Sketch of the Cone Calorimeter. From reference 10. 
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Even though the standard is sufficiently detailed to enable a high level of repeatability to be 
achieved, one should bear in mind the different factors that can affect the outcome of a test 
and of a simulation based upon the experimental results. One such factor is the physical scale 
of the sample tested. The standard size of the specimen is 0.1×0.1 meters. In examining 
different materials in a modified Cone Calorimeter, using samples of the dimensions 0.2×0.2 
meters (corresponding to a surface area four times as large as the original being exposed), 
however, Nussbaum and Östman16 concluded that some materials which failed to ignite in the 
original test, such as the melamine-faced particleboard at 25 kW/m2, for example, indeed did 
ignite when the sample area was increased. The time to ignition was typically found to differ 
by about 20%, but for wooden materials such as spruce panel or particleboard the discrepancy 
was closer to 30%. The peak heat release rate per unit area for the wooden materials was 
shown to be about 20% higher for the larger samples, while the one-minute average heat 
release rate differed by less then 10%. The results presented by Nussbaum and Östman has 
been corroborated by Babrauskas17, referring to tests on PMMA carried out at Factory 
Mutual. 
 
Another factor that may be of great importance to the modeller is the orientation of the 
sample. The usual procedure is to keep the sample in a horizontal position, face up, during 
testing. This is in contrast with what would normally be modelled, such as a vertical wall or a 
lining under ceiling (combustible material facing down). The effects of sample orientation are 
exemplified in Figure 3 presenting results of experiments on Radiata pine performed by 
Moghtaderi18. 
 

 
Figure 3. Differences between horisontal and vertical orientation during a test in the Cone Calorimeter. From 
reference 18. 
 
For wooden materials, the typical transient heat release curve the Cone Calorimeter provides 
consists of two peaks. The first peak can be expected under any circumstances when wood or 
any other charring materials are burning, although its appearance may differ somewhat from 
one test to another, depending on the sampling interval involved. The presence of this first 
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peak can be explained based on an insulating carbonaceous char layer being formed, creating 
a protecting coat in front of the yet unburned wood and leading to a rapid decrease in the heat 
release rate after the first peak. The presence of the second peak indicates the thermal wave to 
have reached the insulated back side of the sample and heat to have accumulated at the 
insulated rear end of it, enhancing pyrolysis and increasing the rate of heat release. Thus, the 
second peak is artificial in a sense, and is highly dependent upon the character of the backing 
material. This has been studied by Tsantaridis19, his results showing the effect of sample 
thickness is illustrated in Figure 4. 
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Figure 4. Effects of the backing conditions during tests with a horizontal orientation. From reference 19. 
 
Furthermore, no experimental data have been found relating to the increase in the incident 
heat flux due to flaming combustion affecting the sample after onset of ignition. In a 
simulation studying the flame heat flux using a RANS based CFD code, Carlsson4 showed a 
significant variation in heat feedback over the sample, with a peak in the centre and a 
considerable decrease towards the edges. Furthermore, it is evident that the heat feedback 
changes during testing because of the varying heat release rate and the following variation in 
flame depth and emissivity. 
 
 
3.3 Fire growth and flame spread tests in model scale 
 
During 2003 a series of model scale tests studying flame spread and fire growth in different 
room configurations were carried out at FOI3. The initial tests, using a single compartment 
with combustible linings on its walls, the door-wall excluded, and under the ceiling, were 
aiming at understanding the influence of the ignition source on fire development and time to 



Experimental methods 

19 

flashover. In the following tests a second compartment was attached to the primary fire 
compartment in an investigation of vertical and horizontal room-to-room flame spread. 
Interior surfaces were completely or partially lined with MFD board. To investigate the effect 
of different ventilation conditions the size of the openings between compartments and 
between compartments and the outside were varied. 
 
A side-view diagram of the different room configurations showing its inner dimensions in mm 
are presented in Figure 5 below. 
 

 a) b)

c) 

 
Figure 5. Sketch of the enclosures in the configurations used in the flame spread tests, a) shows the original 
module, the opening dimensions are kept constant during single compartment tests, b) example of experimental 
rig from vertical flame-spread tests and c) horizontal flame-spread test. From reference 3. 

 

The measurements included those of the gas flow characteristics in a hood, required for the 
heat release rate evaluation and of the mass loss rate of the initial source and of the total test 
rig, providing an estimate of the mass loss rate of the linings. Total heat flux to different target 
points on the inner surfaces was measured using Schmidt-Boelter gauges and radiative flux 
was measured using Gunners type gauges. Gas temperatures within the enclosure(s) and in the 
openings to the outside were measured using trees of thermocouples of type K having a wire 
diameter of 0.5 mm, some of which were shielded from radiation. Pressure and oxygen 
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concentration were measured locally in a single position. Furthermore, the times to ignition of 
the linings and to flashover were evaluated using video recordings of the tests.  
One conclusion from the single compartment tests was that the initial fire growth phase can be 
intimately coupled to the type of ignition source. This comes as no surprise since the heat flux 
from the flames and the hot gases is related to the, fuel dependent, soot fraction. The thermal 
characteristics within the enclosure at the time of flashover, however, proved to be largely 
unaffected by the initiation mode indicating flashover at a temperature in the gas layer of 650 
°C and the thermal radiation to the floor of about 17 kW/m2. 
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4. CFD modelling 
 
Fire modelling using CFD techniques is a recognised field of research and of late it has 
become part of the everyday work in fire safety design, the most frequently modelled 
phenomena being the smoke movement in buildings. In comparing simulations with 
experimental results, several independent expert users have shown that the CFD codes having 
fire specific models implemented (such as CFX, FDS and SOFIE for example) do well in this 
regard. Caution is however required since there are indeed fairly simple scenarios in which 
the models seem to fail in their prediction, one such example being a single space with high 
ceiling20,21. 
 
An important insight is that a CFD solution does not claim to provide the correct answer to 
every scenario. We are still referred to the use of rather incomplete models in describing the 
course of events following a fire. The problems have been highlighted from a number of 
“blind simulations” in which a number of expert users simulate a scenario without prior 
knowledge of the end-results. Not surprisingly, the simulation results have been found to be 
both user and code dependent. Similar exercises have been performed within the fire 
modelling community covering zone models as well as various CFD software22,23. 
 
 
4.1 Computational Fluid Dynamics, CFD 
 
The possibilities to obtain numerical values on important, fire related, parameters on a fine 
mesh of cells and to perform calculations which were beyond reach just a decade ago are 
appealing. Moreover, it is deceivingly easy to be seduced by the pretty pictures that are 
produced by the post processing software. Thus, for the credibility of CFD modelling as part 
of fire safety engineering it is essential that, for every new simulation, the users put careful 
attention to what, and to some extent how, the computer are actually calculating. A review of 
the theory behind CFD is not an issue of this report, several books and papers on the subject 
being readily available. Furthermore, the specific algorithms used in the CFD code FDS27 
have been addressed in numerous papers and reports and will not be fully reproduced here, 
some limiting models which are of importance in the flame-spread calculations are, however, 
presented and discussed below. 
 
The basis of CFD are the conservation principles stating that mass, momentum and energy are 
conserved. Most of the computer programs dealing with turbulent reacting flows are based on 
a set of numerical techniques referred to as the finite volume method (FVM) using the integral 
form of the conservation equations as starting point.24,25 The core equation of the FVM is 
exemplified, for a variable φ, in Eq. 2. From the left we have the time rate of change inside a 
volume denoted Ω, then transport due to convection through the surfaces enclosing the 



FOI-R--1579--SE 

22 

volume and likewise, diffusion through the faces of the volume, the last term is a sourceterm 
referring to the destruction or production of φ within Ω). 

 

Eq. 2 

 
 
In order to model the continuous phenomena of fluid flow the physical space is subdivided 
into a large number of finite volumes, called control volumes, on which equation 2 is 
discretised and solved using various finite difference approximations for the different terms. 
Algebraic interpolation is used to determine variables on the faces of the control volumes, a 
potential source of error. Due to the limitations in computer power, the discretisation cannot 
be made sufficiently fine to include all the relevant physics. Turbulence, combustion, 
radiation and boundary layer effects are all examples of phenomena that require some kind of 
simplification and modelling. 
 
 
4.2 Some features of FDS 
 
In the boundary layer near the walls the turbulent flow is influenced by viscosity and is 
slowed down due to wall friction. This induces steep gradients in terms of turbulent viscosity 
and velocity, since the instantaneous velocity components are zero at the solid boundaries 
(no-slip boundary). Temperature and enthalpy gradients are also generated due to the 
difference between the solid- and gas-phase temperatures. To capture these gradients in a 
numerical simulation, the transport equations would need to be integrated through the entire 
wall boundary layer. Very small control volumes are required for this task, so small that the 
cost in computational time is too great for all but the most trivial scenarios. A common 
solution is to use some kind of semi-empirical wall function to model the characteristics of the 
boundary layer, perhaps the most well-known being the the “law of the wall” approach26. 
 
In contrast, the CFD code FDS does not employ this concept but uses other empirical 
correlations for the wall flow27. Convective heat transfer to the wall, for example, is 
calculated using the largest value for the free and the forced convection respectively 

 

Eq. 3 

 
 
Chemical kinetics has its own time and length scales, the phenomenon generally being much 
too complex and computationally expensive to be included, even in reduced form, in practical 
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CFD simulations*. Instead, in most fire modelling codes, combustion is calculated from the 
mixing rates of fuel and oxidant. Chemical reactions between fuel and oxygen are taken to 
follow a single, one-step stoichiometric reaction. 
 
FDS uses a rather simple method based on oxygen consumption calorimetry for estimating the 
local rate of heat release. The oxygen consumption is calculated from the mixture fraction and 
the corresponding rate of heat release can then be evaluated from27. 
 

Eq. 4 

 
In addition, a scheme is employed for relating flame extinction to the temperature and the 
oxygen concentration. In principle, this appears to be useful in simulating under-ventilated 
fires, where most CFD codes fail to predict burning behaviour accurately†. 
 
Another main challenge in fire modelling is heat transfer through thermal radiation which is 
of great importance in almost all fires of practical interest, representing the major contribution 
to the total heat flux. From a modelling standpoint, radiative heat transfer exerts its numerical 
influence through the energy conservation equation, where it appears as a source term that 
needs to be modelled. The radiation intensity varies with the wavelength, thus in principle 
requiring one equation for every wavelength. This would be too costly in terms of 
computational time and computer resources, the solution being to appriximate the radiation 
spectrum as being constructed of a number of bands, representing the spectral dependencies 
of the most important participating media, such as carbon dioxide and water. Using this 
assumption only one equation need to be solved for each spectral band. In most practical fire 
scenarios however, the radiative properties of the combustion products are governed by soot 
which has a rather continuous radiation spectrum. Thus, the gas volume can often be assumed 
to behave like a grey gas. 
 
The radiation transfer equation ignoring scattering effects by soot, effectively assuming that 
all soot particles are small compared with the thermal radiation wavelength, is written 
 

( )II
ds
dI

ba −=κ  Eq. 5 

 

                                                 
* In fact, the detailed reaction mechanisms are unknown in the case of most practical fuels. Yet even if all the 
details of these chain reactions were known, their implementation into a global model would be of little interest 
because of the computational cost. 
† Although this method will not make FDS capable of actually handling under-ventilated fires, it is likely that 
also this crude model makes the code perform better than it would have otherwise. 
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While soot has a rather simple spectral dependency the local soot concentration in and near 
the flame is not generally known. Moreover, since radiation is proportional to the temperature 
raised to fourth power, a seemingly small error in the prediction of the gas temperature, which 
is quite likely in FDS (as well as most CFD codes used by the fire modelling community) due 
to the simple combustion model, can have an unacceptable influence on the end-result. Thus, 
in order to minimize these effects in FDS, blackbody intensity, Ib, takes its traditional value 
only outside the flame zone. Inside the flame the thermal radiation is simply assigned as a 
fraction of the local heat release rate27. This simplification is likely to have a fundamental 
influence on the radiation heat flux prediction.  
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5. Pyrolysis modelling 
 
Combining the CFD simulation of a turbulent reacting wall flow with a material model for 
transient heating and pyrolysis opens up possibilities for more flexible overall flame-spread 
models capable of dealing with the actual physics involved. The present trend represents a 
logical continuation starting with the work on the thermal modelling approaches that has been 
the most widely recognised engineering tool before. 
 
 
5.1 General 
 
The core of this report is a scenario involving flame spread and a following flashover in 
compartments where the major fuel source is a wooden based material. The chemical 
composition of wood is slightly different depending on what species are being studied. 
Generally speaking, however, wood can be said to be constructed from cellulose, hemi-
cellulose and lignin where cellulose, with a chemical representation written as (C6H10O5)n, 
constitute about 50 % by mass. The process of the volatilisation of the different constituents is 
somewhat different resulting in different fraction of residual char, as shown in Figure 6.  
 
 

 
Figure 6. Mass loss of isolated wood components (Douglas fir) heated in nitrogen environment at 5 °C/min. 
From reference 28. 

 
Furthermore, the timescales of degradation of the different constituents are depicted in Figure 
7, where the difference is quite evident. Two conclusions can be drawn from the diagram. 
First, simplifying the pyrolysis kinetics to a one-step global reaction may be overly crude, 
three different pyrolysis reactions, one for each major component of the wood, possibly 
needing to be taken into account. Secondly, at high temperatures the thermal waves are rate-
determining whereas at lower temperatures the kinetic time scale is comparable to the thermal 
time and may also be rate-determining. 
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Figure 7. Illustration of the characteristic time scales of kinetic and thermal processes. C=Cellulose, 
H=Hemicellulose and L=Lignin. From reference 29. 

 
It seems that the three major constituents needs separate treatment. This is problematic since 
the rate determining coefficients are very difficult to obtain and literature data scatter, 
sometimes with several orders of magnitude. 
 
Another difficulty is how to treat the chemical reaction itself. A simple scheme can be written 
as below. Again, although a phenomenological description can be provided problems arise 
when it comes to practical engineering modelling. Lack of reliable input data and issues 
concerning computational cost put serious constraints on the flame spread modelling 
capabilities of current fire engineering tools. 
 

  
 Char  surface oxidation 
Wood Gas  Gas 
 Tar 
   Char  surface oxidation  

Figure 8. A simplified description of the pyrolytic process although perhaps too comprehensive to be used in 
practical engineering calculations of flame spread. 
 
 
5.2 Pyrolysis modelling in FDS 
 
The modelling tool used in this work is version 2 of the NIST CFD code FDS27. The flame 
spread modelling capabilities of FDS2 relies mostly on a model first proposed by Atreya13. It 
is based upon the assumption that there are no pressure gradients in the combustible material 
so that any mass transport within the material can be ignored, thus assuming water vapour and 
pyrolysis gases to reach the solid surface instantaneously. Applying this assumption the 
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complex process of pyrolysis is converted into a rather straight forward heat transfer problem. 
The overall equation can be expressed then as12 
 

 

Eq. 7 

 
 
to which standard boundary conditions are applied at the exposed surfaces and on the back 
surface of the combustibles. 
 
In equation Eq. 7 the coefficients C1 and C2 represent calculated average values of the specific 
heat for the wooden material and for moisture respectively, ρw is the total density of the wood, 
and ρm is the density of the moisture, pyH∆  is the heat of pyrolysis treated as being a constant 

and evH∆  represents the heat of water evaporation. The overbar indicates that the parameters 

are evaluated at the average of the momentary temperature, T, and the initial temperature, T0. 
At the evaporation temperature, all the energy available is used for evaporation of moisture 
but because of the constant pressure assumption, no moisture transport is seen as taking place 
inside the material. Both moisture and pyrolysis gases reaching the surface immediately since 
the momentum equations are not solved within the material. 

 
The rate of pyrolysis is estimated using a single-step Arrhenius rate law of the first order, 

written as RTE
a

w aAe
t

/−−=
∂
∂

ρ
ρ

, where A is the pre-exponential factor, Ea is the activation 

energy and aρ  is the remaining unburned fuel. These parameters are probably the most 

difficult to choose when using a model of this kind. In this study we rely on the use of trial 
and error calculations where parameters are adjusted to make the end-result agree with small 
scale experimental data. 
 
In the version that followed FDS2, namely FDS3, the pyrolysis model does not seem to work 
very well (the problems could be traced back to the generation of the subgrid within the solid) 
and in the latest version, FDS4, the flame spread modelling capabilities have been simplified 
beyond recognition in order to make it easier to use in everyday simulation work30. Thus, 
FDS2, using the model equations introduced above has been used here. 
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6. Modelling heat transfer and ignition of combustible 
solids 
 
The purpose of this chapter is to derive a set of input data that can be used by the pyrolysis 
model when performing the flame spread in simulations. This includes the development and 
use of tailor-made computer programs for calculating the heat transfer in 1D as well as 3D 
scenarios and comparing the model predictions with experimental data from the small scale 
tests, thus using a systematic trial and error approach to obtain parameter values 
corresponding to a best fit to surface temperature measurements, ignition data and the rate of 
heat release. The drawbacks in using the Cone Calorimeter for this purpose were discussed in 
section 3.2, what is important to keep in mind is that the apparatus was never intended as a 
modelling tool but as a means of classification, comparing the burning behaviour of different 
materials with each other. The major factor of uncertainty in the tests using a laser heat source 
is believed to be connected to scaling effects. 
 
 
6.1 Deriving the thermal properties 
 
The basic assumption in deriving the thermal properties of a sample material is that the 
change in surface temperature history reflects the heat transfer into the material such that 
given a correctly predicted surface temperature, the temperature distribution within the 
material can be expected to be adequately predicted as well. The procedure of obtaining the 
thermal properties of the sample material includes an iterative approach where the thermal 
conductivity and the specific heat are systematically optimised to obtain the best correlation to 
the experimental data. The predictions are compared to experimental data from the laser 
ignition tests, described in section 3.1, and from the cone calorimeter, see section 3.2. The 
final choice of input data obtained from such a procedure for medium density fibreboard, 
MDF, is given in Table 1. 
 

Table 1. Input data obtained from successive surface temperature calculations and corresponding to a best fit to 
surface temperature measurements. 

 

Property Assumed value 
 

Density (ρ) 
 

780  kg/m3 
Emissivity (ε) 0.95 
Specific heat (cp) (875.0 + 2.0·Temp (K))  W/m2K 
Thermal conductivity (k) (3.15·10-2 + 3.85·10-4·Temp(K))  W/mK 
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In the Cone Calorimeter, the test sample is exposed to a uniform heat flux over its whole 
surface with its boundaries well insulated, therefore, in these tests, the heat flux can be 
assumed to be one dimensional thus greatly simplifying the heat transfer equation. In the laser 
induced ignition experiments on the other hand, the heat exposure was limited to a small part 
of the board effectively representing a three dimensional problem. Some of the results from 
the heat transfer simulations are presented below. 
 
6.1.1 3D heat transfer in the laser induced ignition experiment 
The general equation for heat conduction in a solid is reproduced in Eq. 8, the underlying 
physical meaning being that in the absence of heat generation within an element the heat is 
either conducted through the element or stored inside it giving raise to a change in 
temperature.  

( ) ( )cT
t

Tk ρ
∂
∂

=∇⋅∇    Eq. 8 

 
In the experiments using a laser beam as heat source, the heat exposure was uniform with a 
circular shape. This is fortunate since it provides the opportunity to treat the scenario as an 
axisymmetric case, thus simplifying the computational task considerably. 
 
As an initial condition the temperature is normally assumed to be evenly distributed at some 
initial temperature, 0)0,( TxT = . The boundary condition at the front surface of the solid is 

written as 
 

Eq. 9 

 
Where, in the last step, the absorptivity α is assigned a value of unity and the heat losses are 
bracketed into a single, yet highly non-linear relationship, h. It is noted that although such an 
expression is handy when approximating the heat transfer rate using a hand calculation 
methodology it has no merit when solving the equations numerically. The temperature 
dependence on the convective heat transfer coefficient, hconv, can be taken account for through 
the Grashofs number, basically relating the buoyancy force to the viscous drag in the 
boundary layer. The end result for the calculations performed here however, being only 
slightly affected by this dependency. 
 
Regarding the test sample as being thermally thick gives the following boundary condition for 
its rear surface: 
 

0),( TtT =∞  Eq. 10 
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The above equations were solved using the axisymmetric assumption to obtain the surface 
temperature as function of time. Figure 9 illustrates how the surface temperature of the sample 
changes at the edge of the exposed area when the external heat flux is 20 kW/m2. 
Comparisons of surface temperature between experimental data, as measured using a 
thermocouple, at this same heat flux as well as for 40, 60 and 80 kW/m2 are presented in 
Figure 10. 
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Figure 9. Surface temperature distribution over the face of the sample. 

 
The agreement between the computed temperatures and the thermocouple measurements are, 
on the whole, within the measuring error. For the lowest heat flux, at 20 kW/m2, the results 
are excellent, the divergence for the early temperature rise however, amplifies gradually as the 
external heat source is increased. Possible explanations to this behaviour are likely to be 
found from the thermocouple measurements but can also reflect a deficiency in the external 
heat source as well as simplifications made in the modelling strategy. Searching physical 
explanations in material response to different levels of heat flux becomes even more 
speculative.  
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Figure 10. Calculated average surface temperature over the exposed area compared with thermocouple 
measurements. 

 
 
6.1.2 One dimensional heat transfer in the Cone Calorimeter 
The cone calorimeter is constructed to promote one dimensional heat transfer through the test 
sample. For this case the general heat conduction equation is simplified to 
 

     Eq. 11 
 
 

It may be that a test sample in the cone calorimeter is subjected to some degree of preheating 
before the cone has reached the required heat flux. This is however, rather difficult to take 
into account due to the lack of data, thus the initial and boundary conditions from the last 
section still holds and the numerical solution is straightforward. Figure 11 presents a 
comparative analysis at a heat flux of 15 kW/m2. The thermocouple data is extracted as an 
average value, the different thermocouple measurements, however, start to deviate somewhat 
after about three minutes of exposure. 
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Figure 11. Calculated surface temperature using the heat conduction, Eq. 11, compared to measurements using 
thermocouples and a thermographic phosphors technique. Experimental data from reference 31. 

 
The above calculation uses the same input data as in the axisymmetric analysis in the previous 
section. The agreement between the thermocouple data and the computed surface temperature 
is very good. The readings obtained using the thermographic phosphors technique however, 
deviate slightly suggesting a lower surface temperature then the other two graphs. Göransson 
and Omrane31 argue that both these measurement techniques should be expected to give the 
wrong answer since strictly neither measure the actual surface temperature. 
 
 
6.2 Deriving the pyrolysis parameters 
 
The pyrolysis models presently available to the fire safety community all include rather crude 
assumptions. The model implemented into FDS2, as described in section 5.2 being no 
exception. However, using Arrhenius based kinetics to predict the decomposition as function 
of temperature and remaining fuel (if “only” a first order, single step function) this is one of 
the most complete models currently available as part of a fire dynamics CFD code.  
 
Despite (or perhaps due to) the simplifications, input data to any pyrolysis- and fire growth 
model are very difficult to find from the literature. Reported data for the activation energy and 
the preexponential factor can differ by several orders of magnitude for the very same material. 
Thus, similar to the derivation of the thermal properties, obtaining adequate decomposition 
parameters generally include an iterative or a “trial and error” procedure where different 
combinations of input data are compared with available experimental findings on parameters 
such as time to ignition, rate of heat release and mass loss rate. Although it is recognised that 
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the outcome from the Cone Calorimeter was never intended for direct quantitative use, this is 
basically the only source from which enough of data are available at this time. 
 
Using the thermal properties as previously derived, only the heat of pyrolysis and the 
Arrhenius parameters, Ea and Ap, need to be addressed in this analysis. A reasonable 
agreement was found using the parameter values given in Table 2, in which the thermal data 
are also reproduced for clarity. It is further recognised that both the activation energy and the 
pre-exponential factor differ somewhat from literature data. 
 

Table 2. Summary of input data derived from test data on surface temperature, heat transfer and pyrolysis. 
 

Property Assumed value 
 

Density (ρ) 
Char fraction 

 

780  kg/m3 

0.10 
Emissivity (ε) 0.95 
Specific heat (cp) (875.0 + 2.0·Temp (K))  W/m2K 
Thermal conductivity (k) (3.15·10-2 + 3.85·10-4·Temp(K))  W/mK 
Preexponential factor (Ap) 1.19·102  s-1 

Activation energy (Ea) 5.4·104  J/mole 
Heat of pyrolysis (Hpy) 100·103 J/kg 
Heat of combustion (∆Hc) 14.06·106  J/kg 
Assumed flame heat flux min(0.15·RHR,25)  kW/m2 
 
 
Figure 12 shows a comparison between calculated and measured mass loss rate per unit area 
at a cone heat flux of 50 kW/m2. In the early stages from ignition to about 5 minutes into the 
test the results are rather consistent. In the later stages however, the result depends heavily on 
the thickness of the sample as well as the boundary condition on the rear side of the test 
sample. Therefore, in order to partially avoid these characteristics, Figure 12 shows a 
simulation using a sample thickness of 25 mm. 
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Figure 12. Comparison of calculated mass loss rate using input data from Table 2 with experimental data from 
reference 19 at an external heat flux of 50 kW/m2. The computation refers to a sample thickness of 25 mm. 
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7. Flame spread simulations 
 
The combination of a general CFD calculation of a turbulent reacting fluid flow with a model 
relating the heat flux to a combustible surface to the thermal decomposition of the material 
makes a basis for a potentially powerful flame spread model. In this chapter the CFD code 
FDS2 is evaluated in a study of flame spread and fire growth in three different geometries as 
described in section 3.3. 
 
 
7.1 Single compartment scenario 
 
The physical scale of this scenario is often referred to as a one third scale model. The basic 
configuration is a single fire compartment (0.8×0.8×1.1 m3, width×height×depth) with one 
opening (0.3×0.6 m2, width×height) and an initial fire source in the corner of the rear wall, 
opposite from the opening. Similar scenarios having an aspect ratio of 1-2 have been 
simulated previously in different “validation” exercises4,10,11,12. Moreover, Karlsson7 
demonstrated that a model based on rather crude assumptions on flame morphology, heat flux 
and thermal properties can be used to predict the flame spread and fire growth in a well 
defined one room configuration.  
 
Only two out of five of the experiments performed in the one-compartment tests, presented in 
reference 3, have been analysed within the scope of this work. The restriction was made in 
order to reduce the number of simulations, thus allowing for a more in-depth analysis of the 
chosen scenarios, but also in view of the limitations stated by the models, perhaps the most 
important being that only one combustion reaction can take place during a simulation with 
FDS2. Thus, the simulations concern only the scenarios using heptane and wood as initial fuel 
source. 
 
Figure 13 shows an example of the measured rate of heat release history, using heptane as 
initial fire, as evaluated from the gas analysis in the hood outside the room and from the mass 
loss measurement respectively. The O2 calorimetry based data has been corrected for the time 
delay in the measurement. Clearly the two approaches provide similar results. In the following 
comparisons only one of these measurements will be reproduced, primarily the one based on 
the fire gas analysis. Figure 13 further include a simple approximation of ventilation control 
limit of the fire based on opening area (A) and opening height (h), this will be covered in 
some more detail later in this chapter. 
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Figure 13. Total rate of heat release evaluated using gas analysis of the combustion gases and the mass loss rate 
through the expression dQ/dt=∆Hc·dm/dt, respectively. 

 
Certainly, simulations such as these are sensitive to the correct description of the initial fire 
source. The CFD code require information on the initial fire conditions prior to the fire spread 
in the compartment and although it may be possible to use the code itself in order to calculate 
the subsequent spread of flame and fire growth on the initial fuel surfaces such calculations 
are not recommendable at this time. Additionally, a limitation set by the FDS software is that 
only one fuel-air reaction can take place during a simulation. This means that the modeller 
needs to choose fuel according to the expected outcome of the simulation. For example, in the 
cases considered in the present report the MDF boards are considered to contribute the most 
to the fire heat release. The practical implication of this is that a scenario involving fuels 
having fundamentally different properties cannot be successfully analysed. Accordingly, the 
tests using methanol as initial fire could not be successfully dealt with here due to its low soot 
fraction, instead focus were put on heptane and wood cribs. The soot fraction of heptane is 
about 0.024 whereas wood (and fibreboard) can be assumed to have a soot fraction of about 
0.015. Moreover, the net heat of combustion of wood is about 14 MJ/kg while the 
corresponding value for heptane being closer to 44 MJ/kg. These differences need to be kept 
in mind when evaluating the computational results. 
 
In this work, two different approaches were used in describing the initial fire source to the 
CFD code. First, a constant rate of heat release was chosen, in the graphs to come this is 
emphasised using the identifier “Q0=constant”. This constant value was chosen based on an 
average heat release as obtained from the measurements, about 20 kW for the heptane fuel 
source, a short linear fire growth was assumed based ramping the HRR to its constant value in 
20 seconds. Secondly, the mass loss of the initial fuel source given as input to the model was 
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chosen to coincide with the load cell measurements of the fuel trays containing the initial fires 
during the experiments. The approximations are illustrated in Figure 14. Using these curve-
fitted initial fires, the actual heat feedback to the fuel surface is implicit in the input to the 
model. In the graphs that follows, simulations using this approach are tagged using the 
identifier “Q0=variable”. 
 
Obviously, as can be seen from Figure 14 (b), the wood-crib fire source could not easily be 
approximated using a constant fire size in the same way as for the heptane fire. Therefore, 
only the approximation shown in the figure was used in these simulations 
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Figure 14. Mass loss rate of the initial fire source, heptane (a) and wood cribs (b). Note that in order to obtain the 
RHR given to FDS the heptane graph should be multiplied by the heat of combustion for heptane while the value 
of wood should be used when considering the wooden cribs. 

 
Heptane fire source 
The meshing initially used was of a cubical form, ∆x=∆y=∆z=0.02 meters, which is about 
1/10 of the characteristic fire diameter as defined by  Eq. 12 and using a rate of heat release 
of 20 kW. 
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Figure 15 shows a comparison of measured and computed rate of heat release including 
several different simulations. The scenario relates to tests C2 and C4 in reference 3, one room 
lined with MDF board on its inner walls and under the ceiling and using a tray of heptane as 
initial fire source. From the calculated data it is clear that the simulations using a variable heat 
release rate or the initial fire according to Figure 14 is slightly higher during the first 2.5 
minutes also going to flashover earlier than the simulation using a constant heat release or the 
initial source. The trend is however, similar for both these simulations. 

(a) (b)
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Figure 15. Total heat release rate using a heptane fire source to initiate flame spread and fire growth on MDF 
linings, comparison of measurement with calculations. The left hand figure (a) shows the influence of altering 
the grid size while the right hand figure (b) compare different strategies in describing the initial fire source. 
 
Furthermore, Figure 15 illustrates the grid dependence of the simulations, taking as reference 
the scenario with cubical control volumes, 0.02 meters in side. From the results shown in this 
figure, it is evident that node independence cannot be claimed in this case. This is further 
emphasized in Figure 16 in which three simulations are compared, all three having a grid of 
cubical shape but with different side lenghts, that is 0.01, 0.02 and 0.03 meters respectively. 
The largest grid, although showing an initial growing trend, does not reach a state of flashover 
thus representing a fundamentally wrong solution to the scenario. 
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Figure 16. Diagram showing the node dependence in the one-compartment scenario using a heptane tray as 
initial fire source. The simulations are preformed assuming a variable heat release rate as adopted from load 
scale data. 
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It has been shown that the computation using the variable initial fire and cubical like control 
volumes with the side 0.02 meter provides good agreement with experimental data on the fire 
growth rate and time to flashover. While it may appear unsatisfactory that a node independent 
solution cannot be identified, it is still interesting to study this calculation more in-depth and 
compare the predictions on gas temperature and velocity with the experimental data. 
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Figure 17. Comparison of experimental and predicted gas velocities in the compartment opening at different 
points in time plotted as function of opening height. Q0=variable, dx=dy=dz=0.02 meters. 

 
Comparing the computed results with the experimental data as presented in Figure 17 and 
Figure 18 reveal a similar trend to the one seen in the HRR prediction. The predictions are 
close to the experimental data but are somewhat dislocated in time in the later part of the 
scenario. This is further elucidated in Figure 19 in which the velocity and temperature of the 
gases exiting the compartment from the upper part of the door opening is displayed. It is also 
recognised that the experimental data in Figure 17 (b) indicates that the mass balance is not 
satisfied, this can be attributed to the transition from well-ventilated burning to flashover and 
ventilated-controlled burning. 
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Figure 18. Gas temperature profiles in the centre of the door opening. 
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Figure 19. Computed and measured gas velocity (a) and temperature (b) results in the centre of the opening at 
0.4 meters above floor.  

 
Wood cribs 
The second scenario of the one-compartment tests to be considered here is the one involving 
wooden cribs as initial fire source. In this case the properties of the initial source and the 
combustible linings are very closely related. This is likely one important explanation to the 
perfect agreement between the heat release rate obtained from gas concentration 
measurements in the duct and the one calculated from the mass loss rate data, see Figure 20. 
The ventilation conditions are the same as in the previous scenario, namely a single opening 
0.3×0.6 meters between the fire compartment and its surroundings. 
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Figure 20. The total rate of heat release from tests using wooden cribs as initial source as evaluated with 
different techniques. 
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Similar to the results from the simulations using heptane as initial fuel, presented in Figure 15, 
the computational results from the scenarios with a wooden based initial fire suggest that a 
node independent solution cannot be found, the grid dependence is exemplified in Figure 21. 
The calculated result seems to be quite sensitive to grid changes in the x-direction (longside) 
whereas a change in grid size in the other directions (in Figure 21 exemplified using the 
vertical, z-direction) is less sensitive. The reason for this is likely to be found in the way the 
flame spread under the (combustible) ceiling. Nevertheless, the simulation using a cubical 
grid with side 0.02 meters and an initial fire adopted from the mass loss rate measurement of 
the wooden cribs once again provide good agreement with the experimental data.  
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Figure 21. Measured and calculated rate of heat release using different computational grids. 

 
In Figure 22, gas velocity predictions at a few selected points in time are compared with 
experimental data. The computation provides a reasonable match when compared with the 
experiment results. The gas layer interface is somewhat underestimated during the growth 
phase and the inflow patterns diverge from the test data. 
 
Figure 23 further consolidate the solution as being physically correct considering the major 
parameters in the fire scenario. Figure 23 (d) suggests the simulation to be dislocated in time 
with about 15-20 seconds, somewhat overpredicting the time to flashover. 
 
Similar to the previous scenario, the experimental result does not satisfy the mass balance in 
the later stages of the test, the most probable explanation being transient effects from the 
under-ventilated fire. 
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Figure 22. Computed and measured gas velocity in the vertical centreline of the door opening. 
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Figure 23. Comparison between computed and measured temperatures in the vertical centreline of the opening 
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The radiative heat flux to the floor was measured in a point on the centreline, at a 0.38 meter 
distance from the door opening. The results are shown, and compared with the computational 
result, in Figure 24. As could be expected, since the RHR prediction was indeed very good, 
the heat flux shows a great agreement with the experimental data. However, as is indicated in 
the diagram, the prediction falls apart after flashover showing a rapid decrease while the 
experimental result suggests a continuously high level of radiation to the floor. 
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Figure 24. Predicted and measured radiation heat flux to floor, target is located on the centreline, 0.38 meters 
from the opening. 

 
 
7.2 Two compartments in a vertical array 
 
This section presents the results from experiments and simulations in which two 
compartments have been placed on top of each other, the compartments being connected 
through a horizontal opening. The initial fuel used in the experiments was heptane but again, 
due to the limitations of the CFD program, a fuel having wooden like characteristics, had to 
be used in the simulations. The size of the initial fire is approximated using either a constant 
or a curve-fit variation according to the mass loss measurements of the fuel tray.  
 
The most interesting question to be answered in this and the following section (evaluating the 
results from two compartments linked in a horizontal array) is if the trends from the 
simulations of the single compartment can be reproduced, most interestingly if the simulation 
conditions offering good agreement with the experimental data in the single compartment 
tests do so also when the geometry has been changed, adding one compartment in the vertical 
or the horizontal direction. It should be emphasised that failing to do so will not automatically 
suggest the CFD code to produce inconsequent results on the incident heat flux, since it must 
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be bared in mind that the pyrolysis model as well as the input data to this model was derived 
assuming piloted ignition, the course of auto ignition being quite a different problem. The 
flame-spread between the two compartments may in fact be somewhere in between these two 
modes of ignition. 
 
The analysis presented below includes only two from a total of five different experimental 
configurations described in reference 3. The selected scenarios are those referred to as V4 and 
V5 in reference 3, the ventilation conditions are reproduced in Table 3.  
 

Table 3. Ventilation conditions for the scenarios considered in this section. 
 

Vent condition V4 (W×H) V5 (W×H) 
 

Door opening; fire room to outside 
Door opening; top compartment 

 

0.3×0.6 

0.3×0.6 

 

0.3×0.6 

     - 
Opening between compartments 0.3×0.3 0.3×0.3 
 
 
In evaluating the experimental data on fire growth, Figure 25, it is noted that the different 
measurement techniques does not correlate perfectly in time as was seen for the single 
compartment tests. This is likely caused by the accumulation of the combustion gases in the 
upper compartment effectively adding to the travel time of the combustion gases from the 
combustion zone to the position at which the gas analysis is carried out. The trend is 
nonetheless identical making easy to assume that the mass loss based result does represent a 
credible outcome of the fire growth rate in both scenario V4 and V5 also from a temporal 
point of view. 
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Figure 25. Total heat release rate for test V4 (a) and V5 (b) according to different measurement techniques. 
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Figure 26 shows a comparison between the measured data on the fire growth and computed 
results using cubical cells with the side length 0.02 meter. The simulation following the 
curve-fitted initial fire, derived according to the mass loss measurement of the fuel tray 
provides reasonable agreement with the experimental data, the onset of flashover being 
delayed by some 30 seconds compared with the load cell data. The simulation, in which the 
heat release rate is ramped from 0 to 20 kW in 20 seconds then held constant, shows an under-
prediction of the time to flashover between half a minute to one minute as compared with the 
other simulation although it does give an identical fire growth rate. The seemingly small 
difference in the initial fuel source does indeed show significance in the later course of events. 
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Figure 26. Total rate of heat release illustrating the fire growth on the compartment walls, comparison of 
measurement data and calculated results for test V4. 

 
In Figure 27 the measured gas temperature in the fire room is compared with results extracted 
from the simulations. The result found here is direct corroboration of the results from the 
RHR comparison above, the data showing good agreement the first 3-4 minutes then 
overpredicting the rate of fire growth. A similar chart of diagrams, showing gas temperature 
predictions in the upper compartment is presented in Figure 28. 
 
It can be concluded that the simulation predicts the gas temperature to a high level of 
accuracy as compared with the experimental data, noticeable especially in the upper 
compartment. This is however, somewhat clouded by the disagreement in mass balance over 
opening in the upper compartment, shown in Figure 29. 
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Figure 27. Comparison between predicted and measured gas temperature at some selected points in time and 
space in the fire compartment. All the predictions refer to the simulation using a curve-fitted initial fire and with 
the computational domain meshed according to a cubical form control volumes with 0.02 meter side. 
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Figure 28. Comparison between predicted and measured gas temperature at some selected points in time and 
space in the top compartment. Again, all the predictions refer to a simulation using a curve-fitted initial fire and 
with the computational domain meshed according to a cubical form control volumes with 0.02 meter side. 

 

Figure 30 provides further explanation to the overpredicted rate of fire growth and flame 
spread showing that the heat flux (here exemplified using the radiative heat exposure) to the 
floor, and consequently to all the surrounding walls, shows an increase, diverging from the 
experimental data after about three minutes after initiation of the initial fire. Since the 
measurement device (Gunners type radiation heat flux meter) measure the flux to a water 
cooled surface the simulation results shown in Figure 30 have been modified accordingly. 
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Figure 29. Comparison between computed and measured conditions from test V4 in the opening between the 
upper compartment and the surroundings. Clearly, the mass balance obtained in the simulation is not analogous 
to the experimental result. 
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Figure 30. Radiation heat flux to floor in the fire room in the simulation using the curve-fitted initial fire.  
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In comparing the computational results from the scenario termed V5, the trend from Figure 26 
still holds that is, the end-result, most noticeable the time to flashover, is very sensitive to the 
heat release rate of the initial fire source. The simulation using a constant, average, initial fire 
size indicate a time to flashover which is about half a minute less than the simulation using a 
initial fire, curve-fitted to the load cell data. In this scenario (V5) the opening in the fire 
compartment is the only connection to the surroundings.  
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Figure 31. Total rate of heat release illustrating the fire growth and flame spread on the compartment walls, 
comparison of measurement data and calculated results for test V5. 

 
 
Comparing the experimental data on gas velocity and temperature in the opening with the 
predictions as shown in Figure 32 it is obvious that the simulation is shifted in time, 
overpredicting the thermal effects and consequently the fire growth rate. Regarding the 
radiative flux to the floor, the computed results overpredict the level of exposure after about 
three minutes into the test, Figure 33. Clearly, a small overprediction of the incident heat flux 
will lead to a higher rate of pyrolysis which in turn leads to flame spread and subsequent fire 
growth further adding to the thermal exposure of the combustible linings. The flashover is 
predicted sooner than it occurred in the test, the growth rate however, is predicted with a high 
level of accuracy. 
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Figure 32. Gas temperature and velocity in the opening centreline. The predicted results are dislocated in time 
however, the trend is quite good.  
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Figure 33. Comparison between experimental and computed radiative heat flux. 
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7.3 Two compartments in a horizontal array 
 
Existing experimental data from two tests, using equal openings between the inner room (the 
origin of fire) and the outer room but with different ventilation openings between the outer 
room and the surroundings has been compared with computations. The venting conditions are 
summed up in Table 4. In the inner room the rear wall and both side walls were lined with a 
MDF board and the outer room has a MDF board attached to one of its side walls. The initial 
fire source was a heptane pool fire, although in the simulations no distinction was made 
between the combustible linings and the initial fuel source and thus the reaction for a 
cellulose-based material was used.  
 
Table 4. Ventilation conditions in the scenarios being studied in this section. 
 
Vent condition H1 (W×H) H2 (W×H) 
 

Door opening; outer compartment 
 

0.3×0.6 
 

0.3×0.3 

Opening between compartments 0.3×0.6 0.3×0.6 
 
 

Heat release predictions and experimental data for the different tests are compared in Figure 
34. The evaluations of the experimental data using different techniques show a great 
scattering, a phenomenon which is believed to be caused by the fire becoming underventilated 
in which case pyrolysis occurs but without the combustible gases being fully combusted.  
 
The outcome of the simulation was found to be very sensitive to the description of the initial 
fire source. Considering Figure 34 (b) showing the heat release rate in scenario H2 a slightly 
different initial HRR results in fundamentally different predictions where the one approach 
suggest flashover after about 4-5 minutes while the other indicate no flashover at all (which 
was also the test result). The H2 scenario will not be addressed further in this report. 
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Figure 34. Comparison between computed and measured heat release rate using different techniques, (a) refers to 
test H1 and (b) to test H2 as described in Table 4. 
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In these scenarios the comparison between experimental data and the computational results 
show the importance of different modes of ignition and flame spread. Considering the 
simulation of scenario H1, using a curve-fitted initial fire growth, the result suggest that the 
fire in the inner room becomes underventilated after about three minutes, see Figure 35, after 
which combustion predominantly takes place in the opening and a distance into the fire room 
as fresh air is entrained into the opening. The heat release graph indicates that the fire has 
stopped growing, the rate of combustion is governed by the amount of air being mixed with 
the hot fuel gases. Four minutes after ignition of the initial fire the combustible lining in the 
outer room is ignited, apparently without direct flame impingement. One minute later the 
room reaches a state of flashover, the whole wall is burning. 
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Figure 35. Oxygen concentration (by volume) in the inner room, the origin of fire. 

 
In Figure 36 the computed temperature-time history at two locations in the fire room are 
presented and compared with thermocouple measurements, the locations being the front 
corner and centre of the room respectively. Although overestimating the initial gas 
temperature the computational results would generally be considered as being quite 
satisfactory. The end temperatures are predicted with a high level of accuracy as compared 
with the measurements. 
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Figure 36. Comparison between computed and measured temperatures at two different locations in the room and 
at two different heights above the floor. 

 
Considering the conditions in the outer room however, the simulation seem less satisfactory. 
Figure 37 compares measured and calculated gas temperature and velocity in the opening. 
While in these diagrams the velocity predictions shows great agreement with the BD probe 
measurements the temperatures have been overpredicted effectively making both mass- and 
energy balance over the opening incorrect.  
 
To sum up, the simulation presents reasonable agreement with the experimental data on the 
conditions in the fire room. The predictions from the adjacent room show excellent agreement 
with measurements during the first 2.5 minutes after which the results seem to overpredict the 
thermal impact. This could be expected since the pyrolysis model presumes flame spread to 
be described as the continuous movement of a pyrolysis front initiated from piloted ignition, 
which is true in the inner room but is unlikely to be the case in the fire spread to the outer 
room, effectively resulting in the simulation overpredicting the rate of fire spread. 
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Figure 37. Comparison between measured and predicted gas velocity and temperature in the centre of the 
opening to outside. 
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As was described above, the simulation suggests the outer room to reach flashover after about 
four to five minutes of testing. This is further evidenced by Figure 38 showing the gas 
temperature to be greatly overpredicted in the later stages of the scenario. 
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Figure 38. Temperature prediction in the front corner of the outer room compared with thermocouple 
measurements. 

 
 
7.4 A note on flashover 
 
The point in time when the flames reaches the ceiling may be a good indication of a 
forthcoming flashover. As the flames spreads out under the ceiling, the heat flux to nearby 
combustible materials increase promoting the fire spread and growth. A traditional definition 
of the term “flashover” used within different combustion related disciplines include the 
complete involvement of all combustible surfaces within the system. For example the ISO32 
definition of flashover: “The rapid transition to a state of total surface involvement in a fire of 
combustible materials within an enclosure”. A standard enclosure fire grows with a fairly 
moderate rate and it may be more reasonable to apply a definition involving a time interval 
rather than a fix point in time, for example starting at the point in the HRR-time chart where 
the process of fire growth seem to run-away and ending with the total involvement of all 
combustibles in the compartment. One such definition is that of Chitty33: “During a 
compartment fire there can come a stage where the thermal radiation from the fire, the hot 
gases and the heated walls cause all combustible materials in the fire room to ignite. This 
sudden and sustained transition of a growing fire to a fully developed fire is called flashover”. 
 
A frequently used approximation in estimating the occurrence of flashover in enclosure fire 
experiments is to assume the equivalence between the inception of flashover with the 
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presence flames projecting out from the opening. This method was used when evaluating the 
video recordings from the tests simulated here3. In Figure 39 the measurements and 
observations from the tests in the single compartment are compared with estimations using the 
well-known expression of McCaffrey, Quintiere, and Harkleroad, MQH34, based on the 
conservation of energy in the hot combustion gases. Evaluating for the rate of heat release, 
their equation is written as 
 

2/13
2/12

00
2/1

480 

















 ∆
= g

pvvTeff

T
gTcHAAhQ ρ&    Eq. 13 

 
 

Where 
 

effh  = Effective heat transfer coefficient [Wm-1K-1] 

TA  = Total surface area of the inner walls [m2] 

vA  = Area of the opening [m2] 

vH  = Height of the opening [m] 

0ρ  = Density of the ambient air [kgm-3] 

pc  = Specific heat capacity [Jkg-1K-1] 

0T  = Ambient temperature [K] 
g  = Gravity constant, 9.8 [ms-2] 

gT∆  = Temperature difference between hot combustion gases and ambient air [K] 

 
If it can be assumed that the thermal wave has reached the unexposed side of the walls and 
reached a steady state, the effective heat transfer coefficient can be evaluated from: 

δ
kheff =   Eq. 14 

Where k is the thermal conductivity and δ represent the thickness of the wall. However, it is 
not likely that a steady state has been reached, in fact the thermal penetration time can be 
approximated to about 5 to 6 minutes and a more appropriate calculation procedure would be 
that of Eq. 15 including the thermal inertia of the wall material and the exposure time, t. 

t
ck

h p
eff

ρ
=   Eq. 15 

Figure 39 can now be formed using the classical criteria of a temperature increase of about 
500 °C often used to define a state of flashover in a compartment fire. The MQH correlation 
indicates flashover earlier than the visual observation based on flames projecting out from the 
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opening. Instead the results coincide with the reported observations of flaming combustion in 
the lower part of the gas layer which clearly indicate that it is only a matter of time before all 
combustibles in the room have been ignited. 
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Figure 39. Applying the MQH relationship to approximate the time to reach flashover in the single compartment 
tests using heptane (a) and wood cribs (b) as the initial fire source  

 
Similar analyses for the tests with two rooms in series are presented in Figure 40. The opening 
area in the MQH equation has been evaluated as an effective area according to Eq. 16, 
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where A1 and A2 represent the openings between the rooms and between the outer room and 
the surroundings respectively. 
 
Since no documentation on the time to flashover in the inner compartments are available from 
visual observations, the time to reach 550 °C are used to indicate a state of flashover. 
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Figure 40. Comparison between the MQH equation and measurements from tests H1 (a) and H2 (b). 
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8. Conclusions and recommendations 
 
The development of the pyrolysis model used by the FDS code is based upon the 
consideration of heat transport into a combustible material. The subsequent thermal response 
of the material is modelled using a single-step Arrhenius rate law of the first order. While this 
methodology is likely to be the most reasonable in terms of physical modelling, in terms of 
practical modelling it has a major drawback in the lack of credible input data, the suggestions 
found in the literature often showing a variation by several orders of magnitude. Thus, in 
order to obtain the, material dependent, set of input data that works well with the model one is 
referred to the use of a trial and error approach, using the model in a stand-alone mode and 
comparing the outcome with results from some kind of small-scale experimental set-up. 
Despite the weaknesses of the Cone Calorimeter apparatus, several factors works to favour its 
use, the availability and the large number of testing labs offering this kind of analysis and the 
amount of data already being published to name a few. 
 
In order to have a minimum of unknown parameters when comparing the model performance 
with the mass loss rate (or rate of heat release) from Cone Calorimeter testing, the thermal 
properties of the combustible material were determined in advance using surface temperature 
measurements when the material was exposed to different heat fluxes. The parameters were 
derived using both 1-D and 3-D analysis thus providing an estimation of the importance of 3-
D effects. 
 
Some of the comparisons between experimental data and the computational results indicated 
very good predictive capabilities. This was rather unexpected since the code makes some 
substantial simplifications in, for example, the modelling of combustion, radiation and 
boundary layer flows. In comparing different grid options however, a node independent 
solution could not be found. Nevertheless, the first choice of meshing, using cubical control 
volumes with a side length of 0.1 times the characteristic diameter of the initial fire, 
consistently showed to be the best choice. An interesting assignment could be to evaluate this 
in other scenarios to check on the extrapolative potential. For example, a simulation of the 
Room Corner test (using a 100 kW initial fire) should then have a cubical grid with a side 
length of 0.04 meter. 
 
From the CFD analysis presented in this report it is clear that the description of the initial fire 
source is a decisive parameter in the simulations of flame spread and fire growth. In a fire 
design situation, no such information is available and thus the end-result will be rather 
random, depending strongly on the initial fire as chosen by the engineer responsible for the 
analysis. 
 



FOI-R--1579--SE 

60 

Furthermore, the pyrolysis model and the input data that were used in this work are originally 
intended for the simulation of flame spread situation that can be described as the subsequent 
piloted ignition along a continuous combustible surface. A scenario including sustained 
spontaneous ignition, for example due to hot gases flowing past a combustible solid or 
thermal radiation from a hot gas layer in the absence of flames, is quite another problem. 
Using the same input data for these scenarios may result in an incorrectly predicted time to 
ignition and, because of the lower degree of preheating, a wrongly predicted fire growth rate. 
 
In the comparison with experimental data the predictions generally shows good agreement 
during the initial growth phase on the combustible linings. The computational results of the 
later stages however, are not as coherent. No node independence could be shown but the 
cubical control volumes with side length 0.02 meters, as derived from the dimensionless 
diameter of the initial fuel source, showed consistent predictions. Nevertheless further studies 
need to be made until general advice can be given and strictly speaking the node dependence 
shown in the simulations should not be accepted. Further development of heat transfer models 
are required in order to make use of the material models that has been available for a long 
time. Furthermore, there is an urgent need of consistent material data compatible with the 
modelling efforts being made. 
 
Although perhaps one of the most sophisticated pyrolysis models implemented into a CFD 
code that exist today, it may be that the simulation of the flow as well as the simplifying 
assumptions being made in the derivation and implementation of the model, such as the use of 
a single step rate law and the omission of momentum equation, act to restrain its capabilities. 
The simulation of a turbulent reacting flow is extremely complex and the accuracy required 
for the pyrolysis models for successful flame spread simulations cannot be satisfied using the 
simplifications on soot fraction, radiation and convective heat flux that are used with success 
in simulations of the smoke movement in enclosures. 
 
The semi-empirical relationship of McCaffrey, Quintiere and Harkleroad was shown to be 
useful in predicting the time to flashover. 
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