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Preface

Evolva has been a three year research and development project at the Swedish Defence Research
Agency (FOI), funded by the Swedish Armed Forces. The project has been a part of FoT area 4,
CA4ISR, and was initiated in January 2003 and ended in December 2005. The total budget has been
ten million Swedish kronor. The ambition has been to develop knowledge on tools and procedures
for development and evaluations of command and control systems. Thus, the focus of the project
has been on methodological issues rather than generating knowledge on domains associated with
command and control such as situation awareness or decision making.

We have employed an interdisciplinary approach with diverse competences, such as behavioral
sciences, and technology and military operational analysis, to achieve the objectives of the project.
Personnel from three departments at two of FOI’s divisions (Command and Control Systems and
Defence Analysis) have participated. The following people have been members of the project
group: Per Wikberg (project manager), Piar-Anders Albinsson, Dennis Andersson, Torbjorn
Danielsson, Mattias Johansson, Helena Holmstrom, Mirko Thorstensson, and Maria Elena Wulff. In
addition, Johan Stjernberger, Mia Léw, Liselotte Dahlén, and Malin Ostensson also have been
members of the project team part of the time.

In total, the project has arranged and/or participated in twelve experimentation studies. Besides this
report, a total of fifteen scientific references have been produced by the project, three are FOI-
reports and the rest are international publications. In addition, five memos and one article in FOI’s
magazine “Framsyn” have been published. Another product of the project is a university course on
research methods, tailored for officers working in development projects. The first batch of students
completed the course in June 2005. Parts of the work of Evolva are also in included in a licentiate
thesis (Albinsson, 2004) which was presented at Linkoping University in December 2004.

We would like to thank the following people and organizations, for contributing to Evolva’s work:
Bo Strangert and Jonas Wikman at the Communication Research Unit at Umed University, Johan
Lundin at the Swedish National Defence College, members of the Swedish Armed Forces’
programs LedSystM and LedSystP, the staff at the Swedish NBC Defence Centre and Norrland’s
Dragoon Regiment K4, and The Singapore Armed Forces Centre for Military Experimentation.

Per Wikberg
Project Manager



1 Introduction

1.1 Background

Experimentation (Alberts & Hayes, 2002) is an important feature of the Swedish Armed Forces’
transformation from being invasion focused to a flexible network-based defense founded on battle
groups with an enhanced capability to participate in international operations (Swedish Defense
Forces, 2002, 2005). Demonstrations and tests of new technology and methods are used to resolve
uncertainties, test technical (and financial) feasibility, and illustrate alternative courses of action.
The results are analyzed and assessed through study activities before deciding on continued
development activities.

The transformation process was launched in 2002 with a number of interrelated programs controlled
by the Armed Forces Head Quarter. The technological implementation process is lead by the
Swedish Defence Material Administration (FMV) in the program ‘LedSystT’. Another important
sub-program in the process is ‘LedsystM’, affiliated to the joint Forces Command (OPIL), which is
responsible of development of command and control (C2) methods. ‘LedSystP’, is the third major
sub-program aiming at developing the human resource management in integration with the
development towards network-based defense. The first phase of this transformation process will end
in 2006.

Evolva has been carried out between 2003 and 2005. Consequently, the LedSyst program has had a
strong influence on our work. The ambition of this project has been to develop knowledge on tools
and procedures to support this and forthcoming experimentation processes. The project has had an
inter-disciplinary constitution with a mix of competences from behavioral science, engineering, and
military-operation analysis.

1.2 The need of experimentation

As Alberts & Hayes notes, experimentation is an area of emerging competence rather than an area
with a well-developed theoretical foundation and a mature practice. Is there any real need of
developing such competence? Is not the “traditional way” of learning by doing in exercises without
having a “scientific approach” good enough?

Historically, investments in military systems have often been of long term nature and thus research
and system development had a perspective of decades in advance. Competence on implemented
systems developed over time based on officers specializing on these systems and developing routine
procedures. However, the last decades have shown that the lifecycle of systems tend to be
drastically shortened. Such an example is the digital command and control systems developed and
used by the different armed services during the nineties. Many of these systems are optimized for a
cold war scenario with Sweden acting as a neutral state with a limited need of systems compatible
with other nations C2-systems. Today the development focuses on a common system for all the
services of the Armed Forces where Sweden acts as one of many nations in joint international
operations. The consequence of this is that even though the systems are relatively newly developed
and implemented, they can only be re-used partially.

We argue that the new defense implies a move away from the traditional static structures and
towards a situation were constant change is the normal state. During the three years this project was



undertaken, the transformation process of the Swedish Defence Forces has changed focus. Instead
of developing “demonstrators” in order to enhance strategic recapture of defense ability, the focus
has changed to an ambition of combat ready battle groups for international operations. Rapid
changes in tactics, tasks, technology, and organization create a demand of an enhanced ability to
develop technical and organizational solutions. Consequently, competence can not just be based on
routine. The only way to adapt to change is to try out solutions to handle these changes.
Competence on change, the core of experimentation, will be a crucial factor in the process of
establishing and maintaining these combat ready battle groups. Research and development must
become a more integrated and natural part of the Defence Forces every day activities.

Developing competence on experimentation is thus of central importance. The narrowed time for
experimentation on new solutions accentuate the Albert & Hayes (2002) notion that “The single
most important consideration for those responsible for experimentation design, whether single
experiments or campaigns, is to ensure current expertise is available to support the plan. Almost
without exception, this will mean doctoral level (Ph.D.) training and a decade or more of
experience in actually designing and conducting experiments. (...) “Bad experiments, which cloak
weak or false knowledge in an aura of science, will make mischief, not music. At a minimum they
will slow the process of understanding the impact of innovation on transformation (by forcing other
research and experimentation to learn and demonstrate that they are wrong) and cost money (by
encouraging investments that will not pay off as expected). At a maximum, bad experiments will
lead to flawed mission capability packages (MCPs) that fail in the field”. (Albert & Hayes, 2002 pp
6-9).

1.3 The aim and scope of the project and this report

The overall objective of the project was to “produce long-term knowledge about development and
evaluation methodology, serving to improve the command and control system of the armed forces,
considering operational and technical as well as economical requirements.”

The two major aims of the project have been:

e To generate a well documented body of research by publishing results from the studies on
methods conducted in the project. The purpose has been quality assurance of tools and
procedures.

e To create a training and education package on research methods for officers working in
development projects. The purpose has been to make it possible to transfer knowledge about
research methods to individuals responsible for experimentation in the defense forces.

Consequently, the scope has not been to accumulate knowledge on certain domains of command
and control such as decision making or situation awareness. Again, this project has been a project
on research methodology. However, as the project aims at developing test methodology, it has been
found advisable to vary the problem formulations between tests. Problems studied include access to
real-time information, automated sensor-information processing, delegation of command and
control responsibility, and comparison of different ways to present a situational picture.

The aim of this report is to serve as a position paper describing our approach to experimentation in
order to facilitate future cooperation on experimentation. The text is intended to give individuals
engaged in other experimentation enterprises an outline of our theoretical and practical point of
departure to tackle military experimentation. Consequently, the report is not a handbook on
scientific method.



1.4 Practical considerations

The core activity has been to gain practical experience on experimentation. Therefore, a relatively
large number of studies have been undertaken. To accomplish this, it has been necessary to seek
cooperation with other projects and organizations. Pooling of resources has allowed us to carry out
more studies. As a consequence, the role of the project has varied between different studies.
However, a common feature of all studies has been an explicit aim to explore the areas of work
defined for the project:

e Modeling of experimental design.

e Test environment.

e Data collection.

e Feedback of results.

The cooperating projects have normally had another purpose with the studies. A disadvantage with
this circumstance has been that we have not been able to conduct a coherent experimental campaign
(Alberts & Hays, 2002, 2005).

1.5 Cooperation

Over time, the project has cooperated with a wide range of projects and organizations:

LedSystM, which is responsible for development of command and control (C2) methods, has been a
valuable client for our work. As a part of the demonstrator program, we have been able to test some
of our ideas on research methodology in a series of experiments on command and control methods-
and principles;

LedSystP has been the project that made it possible to initiate the course on research methods which
was one of the aims of our project;

the Swedish Army’s Ranger Battalion, former Norrlands Dragoon Regiment, has given us
opportunities to use real units in order to evaluate the possibility to use commercial software as low
cost simulators as test environment;

the Swedish NBC Defence Centre in an experiment with the national NBC task force;

the Singapore Armed Forces’ Centre for Military Experimentation together with the 8" Singapore
Armour Brigade (8 SAB), 40" Battalion of the Singapore Armour Regiment (40 SAR), and the
Singapore Armed Forces’ TRADOC in an experiment prepared and conducted in the winter of
2005;

the Swedish War College. Cooperation during the Singapore experiment, experimentation in the
command and control laboratory and participation in workshops and in seminars;

finally, several projects conducted at FOI: MARULK, GRU, LINK, KoLige, NBC Demo,
Commercial game technology for distributed learning and FORMA. These projects have worked on
issues related to the Armed Forces transformation process. More information is available on FOI’s
website, www.foi.se.


http://www.foi.se/

1.6 Project activities

Twelve different experiments have been undertaken, most of them in cooperation with other
projects and organizations.

A university course on research methods tailored for officers working in development projects have
been initiated and carried out. A second course is planned for 2006.

Two workshops and three seminars have been conducted during the project.

Besides this report a total of 14 scientific references have been produced by the project. Three of
these are FOI-reports and the rest are international publications. In addition, five memos and one
article in FOI’s magazine “Framsyn” have been published. A list of the projects publications is
included in chapter 2.

1.7 Comment to the reader

This is a report to summarize three years of work on developing procedures for experimentation.
Consequently, the report is a position paper describing our approach in order to facilitate future
cooperation on experimentation. Our intended reader is an individual with knowledge or interest in
scientific methods and its application to experimentation. To make our approach explicit for our
intended reader, we have briefly described our theoretical perspective in each section. To illustrate
our practical application of the theoretical principles, a number of cases are included in the report.
Readers more interested in practical application might focus on these sections.

This report is not a handbook on scientific method. For that purpose, we recommend Strangert
2005, written in Swedish, or Graziano & Raulin (2004). For project managers who need a guide to
the rationale of experimentation in a military context, we recommend Alberts & Hayes books on
experimentation (2002) and experimental campaigns (2005).

Chapter 2 of this report is an account on the two major goals of this project, a well documented
research base, and a course on research method. Chapter 3 is a brief description of the
methodological approach we recommend. The following four chapters present and discuss the four
different areas of work identified for the project. A discussion in the final chapter concludes the
report.
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2 Project goals

The two major goals of the project have been:

e to create an education package on research methods for officers working in development
projects;

e to generate a well documented body of research by publishing results from the studies on
methods conducted in the project.

2.1 Education package

How should results from experimentation be brought back to the clients? This is an important issue
for all research projects. A basic idea of commissioned research is that the results should be
delivered in a way that enables the clients to put the recommendations to work in a practical sense.

Our assumption was that this meant turning the results and experiences from our own research into
an education package including theory and instructions for evaluation of command and control in
real tasks and missions, exercises, demonstrations, and experimental studies. The target group was
officers working in development projects within the Swedish Armed Forces. The aim was to create
not only a ‘handbook of methodology’, but also to develop and customize practical and pedagogical
principles. The reason was that, in order for a student to make real use of the knowledge acquired in
such a course, the knowledge has to be concrete and practical. The people doing the hands-on work
in military development projects need to understand, as well as be able to apply, the principles
behind concepts like validity, reliability, measurement, etc. Such capabilities are necessary for
carrying out and understanding qualified experimental and developmental work, and for
communicating needs and results to the assigners.

During 2004-2005, Evolva, in collaboration with the Communication Research Unit at Umea
University, arranged a ‘trial run’ for a one-year distance education course on research methods. The
course was partly commissioned and funded by the Swedish Armed Forces human resource
development program LedSystP. Eight officers participated in this trial run. During the academic
year 2005-2006, the ambition is to admit twelve students.

The goals of the course were to:
e develop personal skills and methodological competence to carry out experimentation in
development projects;
e contribute to quality assurance of the studies carried out by the students;
e cstablish general and sustainable competence about validation and verification of results.

The course was divided into two parts: “Scientific procedures in the design of development
projects” and ““Research methods in a naturalistic context”. During the course, basic concepts and
principles of research methodology were covered. The concept of the education package was based
on the idea that each participant had their own real study assignment (i.e. a development task or
project which was a part of their regular work), to which they could apply the methodological
concepts and principles that were taught on the course. The course required an average of eight
hours work per week for one year. On completion the students were given ten university credit
points.
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The course outline was based on personal supervision throughout the development project.
Supervision was given using a web based educational platform and regular meetings. The students’
examination included planning, conducting, and documenting their respective experimental studies,
as well as presenting their work in a poster session and a written report.

Combining and integrating practical development projects and education make it possible to
achieve good results at a relatively low cost. It also does not require the students to spend much
time away from their regular work. In order to achieve this synergy, it is very important that the
experimentation activities performed as a part of the course are relevant to the students’ real
development tasks in their regular work. Another significant and positive effect of this integrating
approach is that the development projects, in which the students carried out their studies, are
provided with extra competence through the supervision on research design and methodology.

A more thorough documentation of the course, along with an evaluation of the trial run of the
course, is found in Wikberg, Strangert, & Danielsson (2005a & 2005b). For the compendium on
research methodology which was produced and used on the course, see Strangert (2005). Both these
publications are in Swedish. Besides the compendium, the folowing references were used at the
course:

Alberts, D., & Hayes, R. (2002). Codes of best practice for experimentation. The Command and
Control Research Program, USA: CCRP publication series.

Alberts, D., & Hayes, R. (2005). Campaigns of Experimentation: Pathways to Innovation and
Transformation. The Command and Control Research Program, USA: CCRP publication
series.

Graziano, A. M., & Raulin, M. L. (2004). Research methods. A process of inquiry. 3rd ed. New
York: Longman.

Sandberg, L., & Sandberg, R. (2002). Elementar statistik. Stockholm: Studentlitteratur.

Silverman, D. (2001). Interpreting qualitative data. Methods for analyzing talk, text and
interaction. 2nd ed. London: Sage.

2.2 Documented body of research

Generally, the studies that Evolva has arranged and/or participated in have had multiple aims. One
aim has always been to satisfy the client’s needs, in terms of exploring the identified problem area
and presenting results related to the research questions. Another aim, which is the one that the
project has focused on, has been the methodological problems of conducting experimentation.
Examples of such problems are: “How should feedback of the results be given to the clients?”;
“What are the conditions for using virtual computer game settings for command and control
research purposes?”’; and “How do people with different roles and backgrounds interact in a
modeling session aiming to create a research design?”’.

One of the project’s goals has been to generate a well documented body of research on methods and
tools for developing military command and control systems. In practice, this has involved an
ambition to present our results in international publications and at international conferences, in
order to attain scientific quality assurance. A list of publications is presented in appendix 1.
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3 Methodological approach

3.1 Background

Considering the high costs of developing military systems, the experimentation process should aim
at a high degree of scientific rigor and professionalism. The experiment and development process
— the road from conceptual thinking to implemented practice — is not without its challenges. We
have addressed some of these challenges in our work, for example:

Vaguely defined research problems. The research problem is often relatively vague and not
theoretically well developed. The clients’ requirement on a planned experiment is usually described
on a pragmatic level, such as ”we want to learn more about the service concept” or we would like
to compare push and pull as principles for distribution of information”.

Time pressure and limited resources. Our experience is that the time available for preparing,
conducting, and documenting an experiment is very limited. In system development, and
consequently in research supporting development, time is money.

Different demands from the involved parties. The same experiment is often used for several
different, sometimes conflicting, purposes. Furthermore, the complexity of command and control
often makes it necessary to involve a cross section of domain competences. Consequently, different
demands need to be unified in the experimental design.

Our work has focused on developing a practice” based on a scientific approach to conduct
experimentation in the context of the Defence Forces’ progressive development of command and
control. Such a practice should take into account circumstances such as those listed above and still
maintaining a scientific rigor. The ambition is to be able to empirically test the organization’s "best
guesses” with a limited amount of resources in time, money, training, and technical aids still
gaining knowledge from experimentation.

3.2 The scientific method

The golden standard of generating knowledge is of course the scientific method. Perhaps one of the
most basic features of the scientific method is the distinction between two basic processes of
research; discovery and justification (Reichenbach, 1938).

Discovery refers to the process of coming up with ideas that might be of interest for testing. One
famous example is the case of Fleming who discovered that bacteria had died in contaminated petri
dishes. This had most certainly happened before but it was Fleming that realized that it might be of
significance. Consequently, the hypothesis that the mould, Penicillium Notatum, could kill bacteria
was tested. Fleming was awarded the 1945 Nobel prize in medicine for this discovery. The
discovery process is basically a creative process and normally we do not refer to this process when
we talk about the “scientific method”. However, this generation of hypotheses is of central
importance for the development of knowledge. Insights, ideas, and assumptions must be formalized
into hypotheses.

Justification refers to the process of empirically testing the hypotheses formulated in the discovery

phase. Most people refer to the procedures undertaken in this process when they talk about the
“scientific method”. The justification process might be viewed as a combination of:
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1) Rationalism. Rules of scientific reasoning, including the formalized rules of logic and, more or
less, accepted principles such as the principle of falsification (Popper, 1959); and
2) Empirism. Rules of which methods are acceptable in order to observe reality.

The mainstream application of these rules is the hypothetical-deductive method as described by
Hempel (1952, 1965, & 1966) and Popper (1959). This approach is based on formulating and
testing “best guesses”, or hypotheses, to answers of identified problems. The hypothetical-deductive
method might be summarized in the following rules (Martensson & Nilstun, 1988):

A) The hypothesis H states that a certain condition will have the consequence C. For example, a
new C2 is assumed to lead to a more efficient use of resources. If an empirical investigation reveals
that this is not the case then the hypothesis is rejected as false. The conclusion is deductive, as the
hypothesis is obviously not true in all cases.

B) If an investigation finds that empirical data supports the hypothesis, the hypothesis is tentatively
accepted as true. The conclusion is only made on a preliminary basis. It might be rejected later as
the conclusion is inductive. The investigation has only shown that the hypothesis is true in this case.

C) In practice, the hypothesis H is tested in a certain context containing a set of circumstances
Z,...Z,. If H is rejected, the cause might be found among the set of Z.

The scientific process is thus a process where ideas are formulated as hypotheses which then are
tested empirically. Ideally, “good ideas” will be accepted while “bad ideas” and false assumptions
will be rejected. The general conception is, however, that one single test is normally not enough to
accept a hypothesis. Replication is a basic feature of science (Gratziano & Raulin, 1996). The
hypothesis needs to be tested in different conditions, with different methods and by different
researchers. As evidence accumulates the hypothesis will be accepted as being in accordance with
the truth.

It must be mentioned that there are well established approaches to science which differs from the
traditional approach described above. A discussion on this matter is, however, beyond the scope of
this report.

The starting point to our work has been the mainstream application to science described above. The
organizations’ “best guesses” about what they think would be proper solutions on identified
problems should be empirically tested or as Staw (1983) puts it ... experimentally undertake the
seemingly best course of action” (p. 426). Such an approach means a strive towards an
“experimenting organization” (Campbell, 1969, 1974; Staw, 1983).

3.3 Military experimentation

As mentioned in section 3.1 hypotheses are tested in a certain context containing a set of
circumstances which might affect the result. Military experimentation is normally conducted in a
much more complex setting compared to the settings used in traditional laboratory experiments. We
argue that there are basically two research traditions that might be applicable in evaluating and
changing complex systems and behaviors in a natural context. Both traditions, multi-factor case
studies and action research, take advantage of natural variance and uncertainty instead of reducing
or excluding it (Strangert, 2005).
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Case studies. Multi-factor case studies assume that the studied system, irrespective of its
complexity, has a reasonably simple structure which is possible to study and evaluate. Instead of
using the “randomized assignment to treatments” and “laboratory control” models as research
design, phenomena are studied in their real context. Measurement normally involves an array of
different variables, thus using these as a set of indicators of the behavior of the phenomena in the
studied context. As replication of studies might be a problem, generalization of findings is based on
theoretical considerations (Yin, 1984, 1993). Examples of organizational development using case
studies come from law, business, medicine, and public policy (Llewellyn, 1948; Stein, 1952; Towl,
1969, Windsor & Greanias, 1983). In a practical sense, case studies might be appropriate when
different solutions are contrasted to each other such as comparing two command and control
systems. A more thorough discussion and analysis of different action research programs is found in
Yin (1984, 1993). An example of a case study conducted in Evolva is presented in Wikberg,
Andersson, Berggren, Hedstrom, Lindoff, Rencrantz, Thorstensson, and Holmstrom (2004). The
case study is also described in section 5.4.2 as case 5b.

Action Research. Action research is similar to experiments as it tries to manipulate the studied
system based on theoretical considerations. In the 1940’s, a tradition of research evolved which
tried to solve real organizational problems and improve conditions by using carefully designed
programs and interventions. Lewin (1952) described organizations as dynamic systems only
possible to understand by using interventions; ““if you want to study an organization try to change
it”. Lewin also stressed the importance of having a model, ideally with predictive power, of how the
system works; “there is nothing as practical as a good theory”. Without a model the intervention
would be a random process, neither efficient nor ethical. The ‘action-research model’ is an iterative
sequence of actions: theorizing, intervening, gathering data on the effects of the intervention, and
then checking the theory prior to the next intervention. Whether or not the predicted consequences
occur becomes a test of the initial theory. Other researchers have also influenced this school of
‘planned change’; Edgar Schein and Chris Argyris are perhaps the most well known. Examples of
organizational development using action research as a cornerstone can be found in the mining
industry (Gavin, 1984), health care (Shani & Eberhardt, 1987), or banking (Santalainen & Hunt,
1988). Action research might be appropriate in the successive development of a single solution; for
example a new command and control process. A more thorough discussion and analysis of different
action research programs is found in Weisbord (1987) or in French & Bell (1999). An example of a
study based on an action-research approach is presented in section 7.4.1 as case 7a.

Undeniably, there are great similarities between the approaches, a series of case studies might be
considered as an action-research approach and theoretical considerations are of course also
important in action research. Both traditions allows for an experimental as well as an observational
method. Our main point is that these two research traditions have addressed the theoretical and
practical problems present in military experimentation. As the studies undertaken in the project
have all comprised relatively complex sets of factors and circumstances, we have generally relied
on these two research traditions. We will not expound the theoretical framework of these
approaches further in this report. Instead we refer to the suggested references for further studies for
those who might be interested.

3.4 The focus of the project

As mentioned, our work has focused on developing a "practice” for experiment and development - the road
from conceptual thinking to implemented practice — based on the scientific procedure described above.
Much of the scientific process is theoretically and practically well developed and has not been the subject of
our work. For example, methods of data analysis are already a well developed domain and different
command and control measures are explored in other projects. Instead, we have limited our work to
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some aspects of the scientific procedure which we considered to be less well developed for
experimentation on command and control:

e Modeling of experimental design.

e Test environment.

e Data collection.

e Feed back of results.

3.4.1 Modeling of experimental design

As mentioned in section 3.2, it is important to make assumptions and basic facts explicit before any
empirical investigation. This ”problem analysis” corresponds to the ’discovery” phase of scientific
investigation. In terms of the scientific method, this means to formalize these assumptions as hypotheses
(or “best guesses™) possible to test empirically.

The traditional way to undertake this problem analysis in science is by studying relevant literature
on the subject. However, this approach effectively excludes the clients from the problem analysis. It
is the clients’ “best guesses” that should be tested and not the analysts’. In many cases there are also
a lack of relevant research on command and control, especially if the problem is interdisciplinary.
Finally, the literature-based problem analysis is time consuming. We argue that relevant literature
should support, not be the core of, the problem analysis. We suggest an approach for problem
analysis based on modeling where the relevant clients and domain competences are engaged. Our
theoretical approach and experience of modeling of experimental design is presented in chapter 4.

3.4.2 Test environments

Every empirical investigation has to be undertaken in some context, i.e. a test environment.
Choosing test environments when developing new command and control systems is an important
issue. One basic feature of tests and experiments is to gain control of variables and factors by
excluding, as far as possible, external influences outside the scope of the experiment. However,
when developing new organizational solutions, it is often necessary to conduct experimentation in
as real a setting as possible, making it impossible to control extraneous variables. We have
especially explored the possibilities to use complements to laboratory experiments and exercises as
test environments. In chapter 4, we present our theoretical approach and experience to balance the
contradictory demands on realism and control of the test environment.

3.4.3 Data collection

Many methods for data collections are not applicable in applied commissioned research. For
example, the time factor of analyzing video recordings is in between 10 to 1000, i.e. one hour of
video takes between 10 to 1000 hours to administrate and analyze. We have tried to make data
collection in a setting of distributed command and control systems as efficient as possible by using
different technical solutions. To achieve this we have used MIND, which is briefly described in
section 3.5, as a framework. Our theoretical approach and experience of data collection is presented
in chapter 6.
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3.4.4 Feedback of results

One challenge is how empirical findings from tests and experiments should be managed and used.
The normal procedure within science to present results from experiments is to write reports. That
procedure is quite time consuming and is thus often too slow to keep pace with the development
process. Considering that decisions on how to proceed with a development project often need to be
taken within a shorter time span, it must be possible to deliver the analysis of a test much quicker
and more efficient.

A related challenge is to have those who “own the problem”, clients, engaged in the process of
experimentation. Presumably, the active engagement in the process of designing, conducting, and
documenting tests and experiments is the most efficient way to establish a relevant feedback of
results. In chapter 7, we present our theoretical approach and experience of feed back of results
from experimentation.

3.5 The technical approach

In our work we have used and developed a set of methods and tools, denominated the MIND system
in order to make experimentation more efficient. MIND is a framework for computer supported
reconstruction and exploration of distributed courses of events. The MIND framework was
originally developed to support training, but in the scope of this project and some related projects
MIND has been adapted and used to support feedback in an experimentation context.

The system supports data collection from a large amount of data sources. The captured dataset can
then be explored through operations such as navigation, exploration, filtering, and synchronization.
The MIND framework also provides data-presentation views that aim to make the data as
informative as possible, considering the goals of the analyses. It is possible to synchronize and
connect all data to a timeline. The key feature of the MIND framework is the ability to build
replayable computer models of courses of events.

Figure 3:1. gives an example of how data from different sources can be processed and presented
using MIND. The visualization shows the flow of events (unit movements and positions on
geographical maps), snapshots of certain interesting events or actions (annotated photographs,
videos, and textual observations), and communication (from radio networks or computerized
communication systems). The visualization serves as a basis for exploration of the chain of events
and thus the replayable model can serve as a documentation of the exercise.

Figure 3:1. A multimedia representation of a distributed
tactical helicopter operation presented in the MIND framework.
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Traditionally, the MIND framework has focused on presenting and managing ‘objective’ process
data. Supporting feedback of experimentation also necessitates the use of subjective data, such as
participant questionnaires and retrospective interviews, and the possibility to connect these data to
the MIND mission history. Therefore, we have tried widening the MIND framework to more
efficiently incorporate subjective measures. Another issue has been to develop procedures to
support hypothesis-driven experimentation.
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4 Modeling as a tool to define evaluation measures

4.1 Background.

As we have argued in chapter 3, the initial modeling of the system to be studied is a crucial task in
empirical evaluations. Development of complex systems should follow the same principle as
science. Ideas and assumptions underlying efforts of changes of organizations and systems should
be made explicit and tested empirically as early as possible in a developmental cycle. The
alternative, that changes in an organizational system will be based on trial and error or collection of
anecdotes, is of course possible but progress will be unsure, inefficient and relatively slow (Alberts
& Hayes, 2005).

Normally modeling is referred to as a methodological tool which is used to structure phenomenon
for a specific purpose. Thus, modeling can be used for an initial problem analysis. The procedure
consist of some sort of group interview were the discussion is summarized by a graphical
representation, a model with notations. One key issue is that it often required that clients, i.e. the
“owners” of the problem, and domain experts are involved in the modeling process.

Modeling can thereby be said to have the purpose to give an initial outline of a certain problem area
in order to create a foundation for the development of theories, structure variable values in order to
construct simulations, be a part of the design process, be a problem identifying process etc.

In this context we have had the perspective that the purpose of the modeling is to explicitly translate
the client’s assumptions of and approach to the problem into problem statements and hypotheses.
An example of client’s is those responsible for the development of new command and control
systems. The core in our modeling approach is that the modeling should produce a base for data
collection about the stated problem i.e. it should include a definition concerning how the measure
should be conducted. The result from this problem analysis, or modeling, represents the definition
of the research design.

Methodological procedures includes extracting ideas from different kind of experts and users of a
system and formalize these into a hypothetical model, in order to relatively fast be able to
empirically test ideas and assumptions of importance for a developmental project. Seen in the
context of science the use of modeling corresponds to the discovery phase.

4.2 Models as representations of empirical processes.

Modeling is the construction of a model, based on data from the systems analysis. There are several
definitions of the term ‘systems analysis’, but a definition usually involves some kind of procedure
(more or less formal) for collecting and organizing data about an empirical phenomenon. There is a
variety of systems analysis techniques and approaches such as ‘task analysis’ (Annett et al., 1971;
Drury et al., 1987), ‘job analysis’ (Harvey, 1991), ‘content analysis’ (Kolbe, 1991; Weber, 1990),
‘action analysis’ (Singleton, 1979), and ‘cognitive systems engineering’ (Hollnagel & Woods,
1983; Rasmussen, Pejtersen & Goodstein, 1994). Despite the fact that these techniques differ
somewhat when it comes to perspectives and procedures, they are rather similar. They are related to
a scientific style of analytically approaching a certain phenomenon, in order to treat or analyze
reality as a systematically connected set of elements (Gasparski, 1991).

19



The following section is a brief summary of some theoretical bases of modeling. Readers primarily
interested in practical applications of modeling of experiment design could move on to section 4.3.
A Dbasic prerequisite for using modeling to define design of empirical tests is that the resulting
models are valid representations of reality. Krantz, Luce, Suppes and Tversky (1971) specify the
necessary conditions for representing empirical systems in a scientific sense with a numerical
measurement model through two theorems: 1. The representation theorem. 2. The uniqueness
theorem.

4.2.1 The representation theorem.

If a specific structure of relations in an empirical system is measurable it is possible to make a
homomorphic reproduction of that empirical system into a formal and numerical system (Figure
4:1).

Empirical set:
Numerical set:

Figure 4:1. Illustration of the representation theorem. The two empirical
objects ‘a’ and ‘b’ are represented by the formal and numerical entity
‘1.

Several different specific empirical objects can be represented according to the theorem by one
single numerical value or class. Several different objects can thus be devoted a summarizing
variable value or category in order to express a certain quality which the different terms are judged
to have in common. For example, a large number of individuals may be categorized into a fewer
number of categories, for example ‘expert’ and ‘non-expert’. Consequently, a large empirical
variety of relations and qualities may be reduced to a much simpler model with only a few
variables.

It is possible to represent reality in a number of ways. A military unit can be represented
numerically according to several principles; level of protection, level of training, command
structure, etc. Thus, representing the empirical objects is not enough.

4.2.2 The unigueness theorem.

The representation theorem calls for the relational structure in a chosen representation system to
correspond to the relational structure in the empirical system. This puts a limit to the possible
transformations between different representation models. If the empirical relation ‘R’ in Figure 4
implies that ‘b’ is twice the size of ‘a’ this means that only the numerical relation ‘r’ can represent
this while relation ‘f* is less suitable. If the empirical relation ‘R’ only implies that ‘b’ is of greater
size than ‘a’, then it is possible to use both relation ‘r’ and ‘f* according to the same reasoning. The
uniqueness theorem therefore states that every empirical relation has a certain degree of uniqueness
in permitted ways of representation in a numerical model.
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Empirical relation R Numerical relation

Reoresentatlon Transformatlon

Figure 4:2. Illustration of the uniqueness theorem.

The two theorems are part of measurement theory and numerical representation, but the same
reasoning is also relevant for other forms of representation (Wikberg, 1997). Thus, it is also
possible to map empirical relational structures into formal qualitative relational structures. For
example, any ethnic language can be seen as a natural representation system to represent thoughts,
happenings, processes, etc. The language as a representation system has different objects (words)
and rules for relations (grammar) which are intended to represent and describe reality. The ethnic
language can be translated to other ethnical languages as well as to formal predicate logic. If the
empirical relation has a high degree of uniqueness, the number of possible transformations
decreases. Based on this assumption, the distinction between quantitative and qualitative research is
somewhat blurred as any given reality can be represented by a large or even infinitive number of
models (Silverman, 2001).

As a consequence of the theorems above the model must be empirically specified to enable
empirical evaluation, i.e. there has to be a definition of the set of empirical elements and the
relations between them that corresponds to the model’s conceptual terms. Consider the example of a
causal model (where A causes B) as shown in figure 4:3.

Conceptual _
terms » B

Empirical R
manifestations a > b

Figure 4:3. Example of a causal model

In order to measure and evaluate this model (figure 4:3), the following conditions have to be met
(Wikberg, 1997):

» There must be a set of elements, conceptual terms, explicitly defined:
(1) A is defined as 'A" . For example Commander is defined as ‘the individual responsible of

the operation’.
(2) B is defined as 'B'

= There must be a set of defined formal rules for relations between the elements which
determine the possible combinations:
A affects B (i.e. A is the most significant factor, of several other possible factors, affecting
B)
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= There must be a set of defined empirical elements and relations corresponding to the model:
(1) “a’ is an empirical manifestation of 'A' (i.e. ‘a’ is the best, or most suitable, measure of
'A" within the context of the model)
(2) ‘b’ is an empirical manifestation of 'B' (i.e. ‘b’ is the best, or most suitable, measure of
'B' within the context of the model)

The example in figure 4:3 is a causal model. Other kinds of relations, such as mean-end or order,
are of course possible.
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4.3 Our approach of using modeling to define test design.

In our approach to use modeling of test design we have normally used two major types of models.
The first type is a business model which describes the organization, technology or process to be
used as a framework for the experimentation. The second type is a measurement model which
defines the relevant factors to be measured, i.e. an operational definition of the actual research
question.

4.3.1 Business modeling

The business model is intended to give an outline of participants and systems included in the
experimentation, the relation between them and the systems input and output. As shown in figure
4.3 it is of central importance that the manifestations, operationalisation, of the models elements are
defined.

The main purpose is to specify the context in which the experimentation is conducted. The example
illustrated in figure 4:4 can, despite that the underlying process might be extremely complex, give a
fairly simple outline of the structure of the overall process.

Decision support Commander Communication Unit
. — -
Model elements: system system
—_—— = ——— —— e == ——— —_—— e — . ——
Model DS-system Lieutenant Ordinary Task force
manifestations: simulated by from ranger Communication unit of
mock-up unit system conscripts

Figure 4:4. An example of a business model

Suppose that the model in figure 4.4 has been defined to describe the fundamental activities in using
a new decision support system. An experiment derived from the model in figure 4.4 should at least
consist of a commander, a decision support system, a communication system and a task force unit.
The business model thus becomes a communicative aid when the experimental situation is created.
The decision support system, indicated in figure 4:4, might be in an early stage of a developmental
project. When this is the case it might be necessary to create a simulated system by using some sort
of mock-up, for example paper models of user interface, physical mock-ups of equipment or more
advanced computer based simulations.

Preferably, the test environment should as much as possible be represented by real systems and real
personnel. In the case illustrated in figure 4:4, the communication system can be the one used on a
day to day basis and the task force unit might consist of conscripts. As commander, the use of one
whom might use the system in the future might be preferable. An experimental situation might of
course include other essential aspects not described in the model, for example a tactical situation or
a staff supporting the commander. However, in this particular case this was not considered as
important for experimentation. What to include in the business model, and thereby in the
experimentation or simulation, is practically more or less arbitrary. A more thorough discussion on
test environments is found in chapter 5.
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4.3.2 Measurement modeling

A business model is normally not sufficient as foundation to specify experimental design. For
example, a study on command and control might focus on the expected improvement of
organizational performance caused by the introduction of a new decision support system.
Presumably, it is possible to regard these more or less explicitly stated expectations as hypotheses.
What is the client’s “best guess” of what will happen?

To formalize these expectations, a measurement model must be defined. In the measurement
model, relevant factors of the actual research question are defined. The purpose of this model is to
define hypotheses and/or research questions. As in the case of the business model it is essential that
the manifestation, operationalisation, of the elements of the model is defined. The definition of how
the elements in the model are made manifest constitutes the basis for the construction of
instruments of measurement. The measurement model is basically a hypothesis tree with a number
of generic elements (Figure 4:5).

Independent variable

X)

Intervening variable Dependent variable

0] (Y)

Confounding variable

@

Main hypothesis: If (X) then (Y)

Explanatory hypothesis 1: If (X) then (1)

Explanatory hypothesis 1: If (1) then (Y)

Independent variable (X). The independent variable is the variable or factor whose levels are selected in order to
determine the effect of that variable on a dependent variable(s). Note that variable doesn’t necessarily mean a
quantitative variable such as hours of sleep fatigue. It is possible to have different organizational or technological
solutions compared. One typical independent variable is a “new” work method compared with an old”.

Dependent variable (Y). The dependent variable is the particular measures used to reflect the effect(s) of the
independent variable. Which differences on performance will the “new” organizational or technological solution
impose? As a result of the variation between conditions the dependent variables and are expected to vary.

Confounding variable (Z). It is normally not possible to create to exactly equivalent conditions in all aspects in
experimentation. Any variable other than the independent variable that might affect the dependent variable and
consequently confound the result must be controlled by being eliminated, minimized, held constant, explicitly
randomized or by using statistical control.

Intervening variable (1). A reasonable assumption is that several processes might be of importance between the stimuli
and response. Intervening variables reflects a hypothesized process to explain the relations between antecedent
conditions (i.e. independent variable) and consequence events (i.e. dependent variables). (conditions and system
outcome). A number of intervening variables might help explain why differences in effects between conditions occur.

Hypotheses. The model also presents the hypotheses to be tested. The main hypothesis is the (proposed) relationship
between the independent and dependent variables. It is also possible to define explanatory hypotheses which describe
the assumed relations between independent variable and the intervening variable and the intervening variables and the
dependent variables.

Figure 4:5. A generic measurement model
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Several variables of each type might be included in the experiment design. In experimentation on
command and control the dependent variable is typically a mix of several indicators that are
supposed to give a “performance profile” of the studied organization or system. In the same way
several possible intervening variables might be defined in order to explain variance in the dependent
variable.

An example of a measurement model taken from a study performed in the autumn of 2004
(Wikberg, Andersson, Berggren, Hedstrom, Lindoff, Rencrantz, Thorstensson, & Holmstrom, 2004)
is shown in figure 4:6. In this example two different setting of task environments were compared.
One is a real physical environment. The other is an environment based on computer simulation
using commercial PC-software. The initial research problem was to examine whether it was
possible to use simulated environments on the soldier level in combination with real C2-systems to
create an experimental setting to study command and control. The measurement model defines two
major dependent variables: task force performance and command post performance that might vary
between settings. Each of these variables consists of a set of sub-variables. Some confounding
variables were also considered such as ‘weather’ and ‘task force skill level’ in analyzing the results.
Consequently, these factors have also to be monitored. Finally some intervening variables where
identified as possible explanations to any variation in the dependent variable. For example, is it
differences in task dynamics or differences in communication pattern that explain any difference in
performance between settings? This particular study is described later in this chapter in section
4.4.2. as case 4b.

| Independent variable: | | Intervening variables | | Dependent variables
X1: Real environment 11 Communication Y1 TF performance
X2: Virtual environment I1:1: TF Internal communikcation Y1:1 Solve task
11:2: Communication CP-TFC Y1:2 Rapidity
| Confounding variables | ) . . N
12 Perception of situation Y1:3 Taking risk
Z1: Weather :
12:1 Perception of distances Y1:4 Prepardness for
Z2: Level of computer training . . alternatives
12:2 Perception of time ) .
Z3: Unexpexted events ) . Y1:5 Tactically correct behaviour
12:3 Preparation of details
Z4: TF skill level Y2 CP performance

12:4 Perception of enemy behaviour

Y2:1 Deliver correct and

12:5 Perception of task adequate info

I3 Task dynamics Y2:2 CP perception of TF
13:1 Decisons (Numbers/Type) activity
13:2 Reason of detection
13:3 Arousal

General Hypothesis 1: Type of environment does not affect performance

Hypothesis 1: If the environment is virtual the communication will increase

Hypothesis 2: If the environment is virtual the perception of the situation will be more accurate

Hypothesis 3: If the environment is virtual the dynamics of the task will increase

Hypothesis 4: If communication is increased the performance will increase

Hypothesis 5: If perception of the situation is accurate the performance will decrease

Hypothesis 6: If task dynamics is high the performance will decrease

General Hypothesis 2: Training in virtual environment will decrease performance in real environment

Figure 4:6. An example of a measurement model.

Data on each of the variables were collected from a variety of data sources. Data collection is
somewhat beyond the scope of this chapter. In chapter 6 we will present more thoroughly our
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approach to data collection. However, again it must be emphasized that definition of instruments of
measurement is an integrated part of the measurement modeling.

A final note on measure modeling is the importance of level of scale. Scale type is important
because it defines which analyses are possible, or at least permitted, to carry out. As will be
discussed in chapter 6 on data collection, the operation of measurement is a relation-preserving
function which should translate an empirical structure into an abstract structure. The scale levels;
nominal, ordinal, interval and ratio scales, defines the “precision” of measurement and thus also the
precision of the translation. For example, it is not possible to conclude whether something is twice
as good based on a measurement using an ordinal scale as an ordinal scale represents order between
objects (and not interval or ratio between objects). This issue is briefly introduced in section 6.2.1.
To anyone familiar with inferential statistics this is nothing new as it is a part of the basic of
statistics. The pragmatic problem is rather to explain the restrictions of different measures to clients
in the modeling phase. For example, the precision of measures might not be good enough to tell
how long it takes to make a decision for a division staff.

4.4 Illustrative cases

Two cases are presented in order to illustrate the use of modeling to define experimentation design.

The first case, 4A, describes modeling of an experimental staff exercise. The modeling includes a
business model with definition of exercise set up and a measurement model with variables to
measure and corresponding hypotheses. The purpose of the study was to compare two possible
information structures.

The second case, 4B, describes modeling of an explorative study. The purpose was to come up with
a proposition of a new decision making model. The model was used to manage the discussion
during two war gaming exercises. The aim was to generate hypotheses about future decision
making processes.

4.4.1 Case 4A: Measurement Model on effect of information structure on C2.

A study was performed in the context of the Swedish Armed Forces’ demonstrator program which
aims at reshaping and adapting the defence from an invasion focused to a flexible network based
defence (Swedish Armed Forces, 2002). The study was performed on two occasions and focused on
how the C2 process is influenced by which information structure is chosen. The first study was
performed in autumn of 2003, DEMO 03 H, and a replicate was conducted during May 2004,
DEMO 04 V.

The basis of the experimental design were outlined in a business model and a measurement model
in a series of group modeling sessions with participants from the Armed Forces and FOI. The
starting point for the modeling session was a hypothetical chain of effects defined by LedSystM, the
project responsible for development of command and control (C2) methods in the armed forces
transformation process. The assumption was that “role based but shared situational information”
creates an “a mutual situational awareness”. The more mutual a situational awareness is the less
effort is needed to achieve decentralized coordinated action. Thus, a mutual situational awareness in
turn facilitates coordination and even self synchronization. Better opportunities of coordination will
make it possible to achieve what is called “command and control superiority”. The hypothetical
chain of effects is shown in figure 4:7.
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Command and
control superiority

mutual situational

situational information

awareness (self synchronization)

Role based but shared H

facilitated coordination ‘

Figure 4:7. The hypothetical chain of effects used to model Demo 03 H and Demo 04 V.

The basic structure of this assumed relationship was modeled into a business model of the activities
of a command and control system and into a measurement model describing the variables and
hypotheses implied by the assumed the relationship. A series of modeling sessions were conducted
with representatives from LedSystM and FOI. The modeling was documented in graphic form on a
whiteboard under the supervision of an analyst from FOI.

The business model defines how the processes which were included in the hypothetical chain of
effects should be realized in an exercise organization and which restrictions to put on the scenario
according to the principles illustrated in figure 4:8.

Role based but - Shared - New co-ordinations - C2-

shared information perception of the (self syncronization) advantage
situation

Exercise command - ..one joint staff - Co-ordination - Resultsin

uses two different and three tactical between staffs aC2

principles to introduce staff. Information which in turn.. situation

information to... calls for..,.

Figure 4:8. Translation of hypothetical chain of effects to experimental setting.

The business model formed the basis to organize the actual exercise setup. The test was performed
as a series of staff exercises conducted over a period of three days. In one setting, the information
structure was based on the principle that different staffs only had direct access to information based
on their predefined organizational roles. Any additional information has to be requested from other
staffs or actors. In the other setting, all actors and staffs had direct access to all information in the
system. The final business model is shown in figure 4:9.

Direct accesstoall

information in the system

Access to information based on

predefined organizational roles.

q Exer cise command: 5 Officers. Distributes Exer cise command: 5 Officers. Distributes
Dq)l Oyment i all information to all staffs. information to staffs based on role.
ik Role based
laboratory facilities: I I
ﬂ GemiS (1) m Gemls (1) but shared
| | information
& oy f - — OPHQ: Have all info. Compiles and OPHQ: Have all info. Compiles and
ot o I distributes the same infor mation to all I distributes information to staffs based on
|5l B subordinate staffs. role. ﬁ l
£
Bz
%; 2 : I GemiS (3) I GemiS (3)
:& E‘{i 1 I Stabstéd (1) L—o+ | I Stabstdd (1) sh d
- v are
£ omm T . . . . perception of
? ey I Tactical C2: Three physically separated I Tactical C2: Three physically separated
1ATTFE staffs. Have all info. 5 Officers/staff staffs. Only accessto information based the situation
pa— s on their role and what they receive from
I I OPHQ. 5 Officers/staff
I | [ l
5 §§| : I Licemis (1) GemlS (1) IS (1) — I GemiS (1) GemiS (1) GemiS (1)
5 =
e E:'! I tabstod (1) | $tabstod (1) | Ptabstod (1) I tabstod (1) [—btabstod (1) [—ptabstod () — New co-
Ealf J ] : J : ordinations
e J ! |
s U Process: Local coordination based on the Process: Local coordination based on the
I evolving situation. Flexible use of sensors I evolving situation. Participant have entire
and systems disposal of their own sensors ans systems

l Per ceived C2-situation l

l Per ceived C2-situation

_' C2-advantage

Figure 4:9. Business model of DEMO 03 H and DEMO 04 V
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The measurement model was based on the same hypothetical cause and effect relationship between
information structure and C2 process as the business model. As described in the business model in
figure 4:9 two possible solutions for access to information were implemented limited and unlimited
access to information. In the limited condition the lower staffs only had access to their own C2-
system, i.e. lower staffs had access to different information databases and external information was
only accessible to all staffs after it had been approved and manually implemented to the system. All
staffs had to seek information via ISMARK to get the simulated picture. In the unlimited condition
all the lower staffs had access to a mutual information database and had full access to the simulated
picture via the Federation. These two solutions were treated as the independent variable in the test.
Consequently, the research manipulation consisted of a variation in ‘information structure’, X1,
between these settings.

The business model also defined relevant variables to measure. A graphical model illustrating the
resulting measurement model is shown in figure 4:10. The model describes how information
structures (X1) are related to a number of relevant factors in the C2 process (Y 1-Y4: Perceived
performance, Perceived situation, Perceived stress and critical activities). Intervening variables (I1-
16) refers to internal processes, perceived situation and coordination. The model also defines some
confounding variables (Z1-Z4: external processes and characteristics of the participants).

15: Perceived 16:Coordination Y: C2 situation
X1: Information Internal processes slivaien
structure P - N— Y1:Perceived
External processes IL: Collecting N oo ete © Performed performance
- information ac coordinat.
Z1: Scenario = —
events 12: Revising |:> :> [:> Y2:Perceived
information Motive to Need of C2 situation
Z2: External ' p—— o coordinat.
COMMUNICAtION [t . f |str;_ uting
barticioant ch . Lol aEETe Y3: Perceived
SlE C_ Gl 14: Definition of stress
Z3: Professional LA | sjtuational picture

Y4: Critical
activities

experience -
LS Info Picture
Z4: Role

Figure 4:10. Measurement model of Demo 03 H and Demo 04 V

Based on the measurement model some hypotheses are possible to derive. The main hypothesis is
the (proposed) relationship between the ‘information structure’ and ‘command and control
situation’. Using the intervening variables a number of explanatory hypotheses were also possible to
define. In this case the effect of the variation between settings was tested with nineteen different
hypotheses.

An important component of the measurement model is instruments of measurements. The ambition
was to use several different methods to measure each variable (triangulation). An example of a
hypothesis from the study is: “If access to information is limited (X) then the level of performed
contacts between units to discuss coordination (16) will decrease”. This particular hypothesis,
which was rejected, was measured with three different kinds of instruments of measurements:

1) Digital questionnaires, during and after the exercise, where the participants estimated their
need of coordination and described which contacts they actually had taken to discuss
coordination.

2) Observers documenting which contacts the units had actually taken in order to discuss
coordination.
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3) Logging of voice and text communication between units. All communication was then
classified on a number of factors. One of the classes was if the communication included
discussions on coordination between units.

The result of the study indicates that the participants were less inclined to question the reliability of
the information when they had access to all information. The results further suggest that the
participants were more satisfied with available information in the setting with access to all
information and the situational picture they could create based on it. Accordingly, the participants
also considered themselves to have a better situation awareness and better chance to exert command
and control. Nevertheless, there was a larger disagreement between individuals within the same
tactical staff regarding which factors that were the most central in the prevailing situation.

The conclusion from the study was that the results support a C2 system where all the actors have
full access to all information available on the system databases. The somewhat confusing results of
a larger discrepancy between individuals when the information is considered as being of better
quality is judged to be a natural effect of a richer and more realistic assessment of the situation.

4.4.2. Case 4B: Modeling of future decision processes in C2

In a study (Wikberg, Strangert, Adolfsson, Holmstrém, 2005) performed in the fall of 2002,
modeling was used to define alternative procedures for military decision making. The rationale for
this study was that the realm of decision making in command and control today is wider than before
and there is a general opinion that the traditional process of military planning is too slow. In
addition, developing the new Swedish command and control systems, the ambition is to incorporate
new perspectives on decision processes such as “self-synchronization” (Brehmer, 2002).

The study was conducted in two steps. The purpose of the initial phase was to define a basic
theoretical model of decision making based on six theories of decision making from psychology and
organization theory. Together with subject matter experts, the theories were compiled into one
comprehensive model outlined like a ‘manual’ for a staff procedure. In the second phase, the model
was used as a ’script’ to organize the discussion in two war gaming sessions.

Step 1 — Construction of a base for war gaming and for the description of the scenario. In the
modeling sessions during the first step four persons participated: two from FOI, one from the
Swedish Armed Forces and one from the Work and Organizational Psychology Unit at Umea
University. The participants contributed to the modeling with their experiences from each area of
expertise. The starting point was four theoretical decision models from behavioral science and two
from organization theory.

Theoretical perspectives on decision making in psychology
= Decision making as conditioned response on environment (Skinner, 1953, 1968)
= Decision making as rational choice between defined alternatives (Simon, 1957, Miller &
Starr, 1967)
= Decision making as dynamic process control (Ashby, 1956, Brehmer & Svenmarck, 1994)
= Decision making as intuitive judgment based on expertise and recognition of contextual
factors (Klein, 1993)

Theoretical perspectives on decision making in organization theory

= Decision making as negotiation in order to achieve acceptable solutions (Cyert & March,
1963)
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= Decision making as organic streams of events (Cohen, March & Olsen, 1972)

The participants were gathered in four occasions. In the working process sheets of paper,
representing the model components, were used. With the help of these sheets of paper a new model
lay-out was created, edited and transformed into a digital format. An important part of the modeling
was that the original features of the “original” model never were lost. Each and every model
illustrates decision making in its own way and brought out different aspects of the decision maker,
the task and the context. Great importance was attached to keeping each model characteristics and
letting these characteristics leave its mark on the common model. It must be emphasized that the
purpose never was to create a normative model for future decision making but to create a final
product which could be considered a “script” for the successive parts of the study. The general
features of this model are shown in figure 4:11. Note that figure 4:11 only shows the general
features of the model. The model in detail is shown in figure 4:12.

Simplistic decision (decisions based on

Factorsinfluencing g experience and expertise) B

choice of decision N Implementation of

type: decision

-Nature of task Rational decision (‘traditional’) (decisions

-Need of "| based on analysis)

collaboration

Experience N Negotiated decision (decisions based on . | Organisation of

agreement between equal actors) | temporary process

T4 ovdod o 4 0T 4T

Continuous surveillance of environment and incor por ation of experience

Figure 4:11. The general features of the suggested decision making model described in
Wikberg, Adolfsson, Strangert, & Holmstrom (2005).

Step 2 — War gaming. In the second step of the study, the model was used as a script in two war
gaming exercises focusing on command and control. Participants of the war gaming sessions were
representatives from the Defence Forces and different departments of FOI. All participants were
appointed roles which corresponded with their competence. The roles were either active, when the
participant acted in the course of events, or passive, where the participant had a supporting role as
domain expert (for example an expert in technology concerning military information and
communication).

In the war game a tactical situation were presented. During the exercises participants described how
they would act in the simulated situation. The process steps defined in the model were successively
discussed based on the participants’ different areas of expertise. The discussion with and amongst
the participants concerning the evolving description of the scenario were documented successively
by the war gaming manager. For this purpose a lap-top computer with a projector enhanced screen
were used so that the participants could follow and comment what was noted. This documentation
later became the foundation for the description of the course of events. The conclusion from the
syudy was that further development of formalized decision methods are judged to be an important
issue.. Focus of such an development should be adaptation to international operations.
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5 Test environments

5.1 Background

Empirical tests are always realized in some kind of practical context, i.e. a test environment. The
term ‘test environment’ comprise not only the actual research setting, e.g. military exercises or
laboratory environments, but also practical and theoretical restrictions due to the character of the
experiment. For example, these restrictions can include limiting participants’ freedom of action in
some ways or their access to information.

In designing a test environment, there are numerous factors that affect the process. Some of these
factors can be controlled by the researchers or by the clients, while others cannot be regulated or
adjusted. The research problem itself, the extent to which the problem area has been explored so far,
as well as the resources available (such as money, technology and personnel) are examples of
factors that are important in designing a test environment.

As mentioned in chapter 3, the objective is almost always to create a highly realistic test
environment. Yet it is sometimes impractical, inappropriate or even impossible, to study certain
phenomena in their natural setting, due to the complexity of the phenomena as well as the setting
itself. Part of the solution is to adapt the setting in order to make things manageable, so that the
phenomena of interest can be investigated in a systematic manner. This adaptation can involve
creating simulations of entire (or parts of) processes, systems, exercise environments, courses of
events or organizational aspects etc.

These issues have to be considered in the initial problem analysis conducted during modeling of
experiment design as described in chapter 3. The following section is a brief summary of some
theoretical aspects of test environment. Readers primarily interested in practical applications could
move on to section 5.3.

5.2 Simulation and control in experimental design

Simulation is a tool to make different aspects of command and control practically testable. Dawson
(1962, p.3) define simulation as ”...the construction and manipulation of an operating model - a
physical or symbolic representation of all or some aspects of a process. An operating model in this
case means that the simulation model can replicate the characteristics and the behaviors of the real
system over time (Schultz & Sullivan, 1972). A simulation doesn’t necessarily need to be physically
concrete. A mental simulation, where participants imagine a real situation, might also be included in
the definition. Consequently, Harré, (2002, p. 54) defines simulation as a real or imaginary
representation of an empirical system. Viewing simulations as representations means that it has the
same theoretical foundation as modeling, presented in section 4.2.

Gist, Hopper & Daniels (1998) suggest two dimensions, test setting and research strategy, which

together can be used to describe a ”space of experimental settings” in terms of simulation (figure
5:1).
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strategy

Figure 5:1. Eight types of games or organizational simulations along the
two dimensions of research setting and research strategy (Gist et al.,
1998).

The first dimension concerns the setting, i.e. the extent to which an experimental setting uses a
‘real’ environment or to which extent the setting is created. This dimension includes all possible
research settings, from laboratories to actual field settings. In experimentation on military command
and control, it spans from real, large scale operations to highly formalized laboratory experiments.
In between these extremes there are exercises and war gaming with different degree of realism and
simulation.

The second dimension deals with research strategy, i.e. the degree to which the researcher actively
exerts control on the simulation. This dimension covers the spectrum of research strategies from the
strict experiment with active manipulation of variables to passive observation studies.

As shown in figure 5.1 it is possible to identify eight types of games or organizational simulations.
Gist et al. (1998) points out that in debating the merits of laboratory versus field research, the
“middle ground”, i.e. organizational simulations in altered natural contexts and similar contextual
settings, has been somewhat neglected in organizational literature. These research approaches
permits certain experimental rigor which is difficult to obtain in the field, and offers contextual
relevance, since measures are taken to simulate contextual elements of the natural, or real, setting.

We find this also true when it comes to studying command and control. Therefore, our work has
focused on the “middle ground” of their model (figure 5.1). We have tried to find ways to maximize
experimental control in complex simulations.

5.3 Our approach to developing test environments

Our experiences spans over a wide variety of settings and research strategies. We have conducted
studies of command and control processes during field exercises and in C2- laboratories.
Furthermore we have, in the different types of settings, used different degree of experimental
control. An outline of some studies, classified in accordance with Gist et als’ model, is presented in
figure 5:2. Some of these studies have been conducted within the scope of the project while some
have been conducted in cooperation with other projects.
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Figure 5:2. An overview of some of the conducted experiments related to the project.
The studies is classified in accordance with the dimensions shown in figure 5.1

The studies listed in the figure have in general been conducted in a setting between ‘“real”
environments and laboratory setting. Some of the studies have been conducted as “staff-exercises”,
a context we have considered to be in between the extremes of the setting dimension. These staff
exercises have in turn varied in level of simulation. Studies have also been conducted during field
exercises, a setting we have considered to be nearer a real setting than staff exercises. Finally,
computer simulated environments have also been used. They represent a higher degree of created
setting compared to staff exercises.

Level of experimental control has also varied between studies. Often, it has only been possible to
conduct the study using an observational strategy due to practical circumstances. However, in
many cases the studies have been conducted exerting experimental control. As discussed earlier, the
level of control has inevitable varied between studies. In some cases we have used a mix of
observational and experimental strategy.

Note that the research traditions of action research and multi factor case studies (se section 3.3) are
applicable in almost the whole “space of research settings” defined in figure 5:1 and 5:2. However,
our experience is that the use of action research is often the most applicable approach in large scale
experimentation when an experimental strategy is to be used. Multi factor case studies with an
experimental strategy have the disadvantage that large scale exercises often have to be adjusted in
relation to the planned execution. Changes in scenario and procedures might of course corrupt the
experimental design. To adjust to this problem we recommend a combination of data collection in
larger settings and smaller case studies as described in case 7A. If an observational strategy is used
both case studies and action research is applicable.

Figure 5:2 presents the following experiments:

NBC. An experiment conducted at the Swedish NBC Defence Centre during an exercise with the
national NBC protection task force. In the experiment the task force had to manage a situation with
chemical warfare agents discharged over a major city during a staff exercise. Two conditions were
compared with an experimental strategy. In the first condition the existing NBC C2 system was
used. In the other condition a simulation of a future C2 system was used. This case is described in
chapter 7 as case 7.B.
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K4 1. An experiment, conducted at the Norrlands Dragoon Regiment, explored the possibility to
use commercial computer games as simulations in command and control exercises. An
observational strategy was used during the test. This case is described later in this chapter as case
5.A.

K4 2. In a sequel to the study described above, also conducted at the Norrlands Dragoon Regiment,
two different task environments, field exercises and computer simulations, were compared. The
comparison, which was based on an experimental strategy, focused on how the same task was
solved in these different environments? This case is described later in this chapter as case 5.B.

Demo 03 H. A study performed in the context of the Swedish Armed Forces’ demonstrator
program. The study was performed on two occasions and focused on how the C2 process is
influenced by information structure. Two conditions where compared using basically an
experimental strategy. This case is described in chapter 4 as case 4.A.

Demo 04 H. An exercise held in the context of the Swedish Armed Forces’ demonstrator program.
The focus of the experiment was to further develop a procedure for planning under time pressure.
The study was conducted as a war gaming exercise using an observational strategy.

Demo 05 V. An exercise held in the context of the Swedish Armed Forces” demonstrator program.
The focus of the experiment was to further develop a procedure for planning under time pressure.
The study was conducted as a staff exercise. A series of exercise runs were used for data collection.
Some of these runs were studied using an observational strategy while others were studied with an
experimental strategy. This case is described in chapter 7 as case 7.A.

TCX. A study carried out at the Singapore Center for Military Experimentation (SCME) with the
purpose of exploring the effects of a decision model combining a naturalistic planning and decision-
making model called the Knowledge Battle Procedure (KBP) and a C2 System for distributed
planning called MissionMate (MM) with TeamSight (TS). The study was done as a part of the
overall Swedish Armed Forces (SAF) and Singapore Armed Forces collaboration framework. The
study was conducted as a formal staff exercise and an observational strategy was used.

ASO 03. During the Swedish Army’s maneuver in the spring of 2003 a pilot study was performed
in order to examine how distribution of responsibility was perceived in the chain of command of an
army division. An observational strategy was used and the study is published in Andersson, Lindoff
& Wikberg (2003).

5.4 lllustrative cases

Two cases are presented in order to illustrate the use of test environments as we have used it.

The first case, 5.A., focused on exploring the possibilities of using commercial game software in
experimental simulation exercises. In this particular exercise, the aim was to evaluate the effects of
real-time information access on command and control. The results from this study showed that the
use of commercial game software for this purpose is possible.

The second case, 5.B., was a sequel to the previously mentioned case. One condition for using
commercial PC-games for evaluation and training is that the behavior of units and commanders in
the virtual and physical environment must have high correspondence. This study investigated this
correspondence. A virtual three-dimensional copy of one square kilometer of the regiments exercise
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range was created and integrated in a commercial PC-game. Ranger task forces, supported by a rear
command post, accomplished the same mission both in real and virtual environment and the
performance of the task forces’ and the commander’s executions of the mission in the two different
environments were compared.

5.4.1 Case 5A: Commercial software in a ranger command and control
exercise

A computer game based simulation exercise was conducted at Norrland’s Dragoon Regiment in
May 2003. Commanders’ use of real-time information from Unmanned Aerial Vehicles (UAV) was
studied using commercial software to simulate the tactical context of command and control. Will
commanders with access to detailed real time information interfere in operations on lower level,
thereby loosing their overall perspective? The aim of the study was to explore the possibilities of
using commercial game software in an exercise evaluating command and control.

At the regiment, ranger battalions are trained for combat and reconnaissance missions in a large
variety of environments. The battalion command, rear command post, is dimensioned to lead ranger
squads in several different directions and from a substantial distance. The task of the battalion
command is to deliver qualified intelligence material to the commander in charge of the mission in
the area. The battalion command post can, if needed, be deployed in close connection to the area of
the mission. The principle of command and control used within the ranger battalion today is
founded on communication over substantial distances using a High Frequency (HF) radio and a PC-
based terminal for communicating data (PC DART). PC DART is a message based type of
communication. Each task force has a PC DART client with software which enables the possibility
to write, send and receive messages. In principle PC DART has the same function as a regular e-
mail client.

Information transfer within a ranger battalion is limited compared to other military units since a
ranger task force commander can not bring extensive equipment and analysis tools, i.e. the ranger
must be able to carry his own combat load. Consequently, vast amounts of information from sensors
such as UAVs, satellites and integrated helmet and display sight must be analyzed by a battalion
staff deployed at distance from the target area. If the ranger battalion is equipped with, or supported
by, such sensor systems, the rear command post will have better access to real-time information
about the situation in the target zone than the task force commander. A number of hypotheses
concerning effects of the staff’s access to real time information on command and control methods
were tested.

With support from military personnel from K4 a business model of command and control of ranger
units using real time information was defined (Figure 5:3).
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Figure 5:3. A business model of the command and control organization when real time
information from a UAV is available. In the present case RADIO 180 were used as a
substitute for PC DART as communication tool between task force commander and
battalion commander.

The participants were four career officers and 24 conscripts from the ranger battalion. There were
also two technical officers from the Swedish Army Technical School (ATS). The participants were
divided into one ranger battalion staff and three task forces. Each of the three task forces consisted
of one career officer and six to nine conscripts. The staff was composed of three career officers and
two soldiers. The staff and the three task forces were placed in separate rooms.

The tasks were carried out in virtual commercial PC game environments. From one of the ranger
units the battalion commander had access to real-time information from an UAV and from helmet
assembled cameras. There was no such information from the other two ranger units. The outline of
the exercise is illustrated in figure 5:4.

Figure 5:4. The command and control conditions represented in three different virtual
environments
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Three local networks (LAN) were organized. The staff used their regular tactical information
system “IS MARK” while the task forces performed their missions in three different virtual
environments. A commercial, non-modified, game was used in each LAN. The PC game enabled
the soldiers to integrate their actions through their personal terminals. In two of the LAN the
computer generated opponent provided by the software was used as enemy. In the third LAN the
enemy was controlled by other soldiers.

Communication between the staff and the three task forces, i.e. LAN 1-3, were made through the
ranger battalion’s ordinary communication device PC DART. The battalion staff was able to
communicate with all the ranger units. The ranger units on the other hand were limited to
communication with the battalion staff and not with each other.

The tactical situation was followed up by the staff and registered in IS MARK on maps generated
from the game. The different LAN was structured according to the following principles:

LAN 1 (Task force 1) was made out of eight computers and the game “Delta Force: Task Force
Dagger” from Novalogic. The force was assisted by an UAV which circulated the area of interest
maneuvered by the staff. The staff had a screen showing the image from the UAV. The computer
screen of the commander of the task force was filmed and the image from the camera was directly
available to the staff. The artificial intelligence served as the enemies

LAN 2 (Task force 2) used six Xboxes from Microsoft and the game “Ghost Recon” from Ubisoft.
The artificial intelligence served as the enemies.

LAN 3 (Task force 3) consisted of eight computers where the game “Rogue Spear” from Red Storm
Entertainment was used. The enemy was two additional soldiers.

The staff was in charge of the units and worked in accordance with their ordinary procedures.
Before the exercise, the participants practiced in a tutorial generated by the game in order to get
necessary basic gaming skills. Communication and tactic were also trained as well as handling of
PC DART. Different scenarios were used for the pre training and the ordinary experimental
exercise. Task force 2 and 3 executed the operations three times and stand-by force 1 did their
operation two times. After each run, debriefing was carried out in accordance with normal
procedures. Data was collected using observers, questionnaires and technical registration of
communication. Afterwards, raw data and preliminary results generated from the data analysis was
presented and discussed with all participants of the exercise during an After Action Review session.

The results indicate that access to real time information at higher levels of command doesn’t
necessarily lead to a change in command method from a mission oriented command tactics to a
command guidance tactics. However, it seems that the battalion staff prioritized the unit with real
time information on the behalf of the other units. The results underline the importance of systems to
administer real time information as a vital component for the command and control of future ranger
units. The assessment is that there are large possibilities to develop methods to use commercial
game software for exercises, tests and tactical applications.

5.4.2 Case 5B: Simulated environments as experimental settings

A sequel to the study described above was carried out in the fall of 2004. The study, also conducted
at the Norrland’s Dragoon Regiment, investigated the correspondence between behavior of units
and commanders in a virtual and a physical environment. A virtual three-dimensional copy of one
square kilometer of the regiments exercise range was created and integrated in a commercial PC-

38



game. Ranger task forces, supported by a rear command post, accomplished the same mission both
in real and virtual environment. In both environments the rear command post had access to real-
time information from a simulated UAV. The task forces’ and the commander’s execution of the
mission in the two different environments were compared according to mission success,
communication, situation awareness and the dynamic of the task. Data was gathered using
observers, questionnaires and registration of radio communication. The same business model
(Figure 5.3.) was used as in the first study to define research settings. The realization of the model
in the two different settings is presented in Table 5:1.

Table 5:1. Description of the elements in the business model and how these were realized
in both settings.

Model Description

elements

Goal Objects, activities or area which constitutes the task force’s mission.
Realized by: The objective was to demolish a communication pylon. In the physical setting
the pylon was located about 50 meters south of a buildings present in the mission area. The
pylon was replicated in the virtual setting.

Soldiers Rangers part of the task force with the task to strike at the objective.
Realized by: Conscripts from the 41. Ranger platoon. In the physical setting weapons
rigged for blank ammunition and blind explosives were used. The soldiers were equipped
with equipment to indicate gun fire using laser indicators. In the virtual setting each soldier
had access to a computer connected to the LAN and each of them controlled one player.

Task The individual commanding the mission in the field. In missions concerning few units the

commander task commander normally is in close connection to the soldiers at the objective. In missions

with several units the location most suitable for the coordination of the mission is chosen.
Realized by: Consisted of conscripts from 41. Ranger platoon. These were using the same
equipment as the other soldiers in both settings.

Tactical radio

Within the task force the communication between units is based on a radio UHF system.
Realized by: The ordinary radio system was used in both settings.

Rear
command
post

The battalion command located at a rear command post has the task of supporting the task
commander.

Realized by: Officers from the regiment with the rank of captains. That position was in
accordance with the position they would have during a real operation. The rear command
post in the virtual setting consisted of one officer located in the facility used as rear
command post during the regiment’s regular exercises. The rear command post in the
physical setting was located in a hut not far from the physical mission area. Both rear
command posts had same access to command and control support systems.

PC DART

A long range communication system based on HF radio and a PC-based terminal for
communicating data.

Realized by: In communication between mission and rear command post the Radio 180 was
used in both the real and virtual setting.

UAV/Real
time image
via satellite

A sensor. In this particular case defined as a UAV able to register activities in the mission
area in real time.

Realized by:The real time information from the UAV in the virtual setting was an existing
functionality of the used PC-game. The UAV-picture was presented on a screen on a
terminal connected to the local network in the rear command post. The UAV could be
controlled by the task force commander. The picture was not available to the task force. In
the physical setting a remote controlled web-camera was mounted on a sky-lift placed in the
mission area. In accordance with the virtual setting the commander in the physical setting
could control the view of the simulated UAV. Furthermore the picture from the web-camera
was not available to the task force. The position and altitude of the simulated UAV-function
was as equal as possible in both settings.
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Below, examples of UAV-pictures from the virtual (Figure 5:5) and the physical (Figure 5:6)
setting are presented.

Figure 5:5. Example of a UAV- Figure 5:6. Example of a UAV-picture
picture generated in the virtual setting generated by means of a web-camera in
the real setting

Results from the study reveals that the task forces’ performance and behavior was more or less the
same in the different conditions. Simulated environments are therefore sufficient for training and
experiments of this kind of mission. However, it should be noted that communication within task
forces was more frequent in the virtual environment. Furthermore, the communication between
commander and task force was more frequent in real environment. A more through discussion of

the result is presented in Wikberg, Andersson, Berggren, Hedstrom, Lindoff, Rencrantz,
Thorstensson, & Holmstrom (2004).
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6 Data collection

6.1 Background.

Experimentation always includes some kind of data collection as data is the information gathered
which is assumed to represent the characteristic of the studied phenomena. As we have presented in
chapter 3 we have focused our work on making the data collection process as efficient as possible.

Our definition of data collection, or more specifically, measurement is an operation to assign
quantitative or qualitative values to empirical phenomena. Methods for data collection are major
components of experiment design. Experimentation on complex systems normally calls for several
different methods and data sources (Strangert, 2005). From a technical point of view the operation
of measurement can be undertaken with a variety of methods. These methods includes, among
other, observers, interviews, questionnaires, technical registrations, document analysis,
documenting and analyzing artifacts such as tactical maps and other outputs etc.

As presented earlier, the need for huge amounts of data constitutes a resource problem.
Administrating and analyzing data calls for resources in time and personnel. To enhance
cooperation between analysts and clients the ambition is to have preliminary results presented to the
participants/interested parties in close connection to the experiment.

6.2 Some foundations of measurement

The following section is a brief summary of some theoretical foundations of measurement. Readers
primarily interested in practical applications could move on to section 6.3.

6.2.1 Measurement as representation

Formal measurement theory as it is known today is largely defined in “Foundations of Measurement
Theory part I” by Krantz, Luce, Suppes & Tversky (1971). Consequently, the underlying
perspective of measurement theory is the same as described in section 4.2 on modeling.
Measurement as well as modeling is basically a matter of representation.

Krantz, Luce, Suppes & Tverskys’ approach is based on the notion that empirical systems are
viewed as non-numerical structures of relations with a set of non-numerical elements, Nj,
Np...... N., and a set of relations, R, Ry...... R, which constitutes a set N'. The representation of the
empirical structure is an abstract structure with a set of (numerical) entities, nj, ns...... n, and a set
of relations, ry, 1;...... r,, which constitutes a set n'. A scale of measurement is then a relation-
preserving function which translates N' to n'. The operation of measuring is thus viewed as the
procedure of assigning numbers or symbols to empirical properties and relations in order to
represent these in a formal system. Krantz et al. only discusses numerical representation but other
types of representation are possible, for example those based on semantics or predicate logics
(Flood & Carson, 1990). For example, subjective judgments can either be made by using a
quantitative scale or by qualitative descriptions using natural language (Strangert, 2005). The
theoretical discussion above on measurement is illustrated in figure 6.1.
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Empirical set N": Abstract set n'

Measurement

Figure 6:1. Measurement as a relation-preserving function, measurement
theory Krantz, Luce, Suppes & Tversky (1971).

Another important notion in measurement theory is the distinction between four different scales of
measurements (Stevens 1946, 1951). A nominal scale is the representation of (qualitative)
differences between objects. Another word for nominal scale is classification. For example,
mankind can be divided into two subcategories according to gender. An ordinal scale is the
representation of order of objects according to some property, for example exam grades to rank
study performance. An interval scale is the representation of intervals between objects according to
some property, for example, the Celsius system to measure temperature. A ratio scale is the
representation of ratios between object according to some property, for example the metric system
to measure length.

Scale type is important because it defines which types of relations are possible to preserve on the
measurement operation. As mentioned earlier a scale of measurement is a relation-preserving
function which translates the empirical structure, N', to an abstract structure n'. A nominal scale
translates empirical relations into an abstract representation based on the relations = and #, here
expressed as (n’, = or #). Thus, using such a scale will not permit representation of order, interval or
ratio between objects. The corresponding translation for an ordinal scale is (n’, > or <), an interval
scale (n’, + or -) and finally a ratio scale (n’, * or +). In the same way not all relations are possible
to represent using a certain measurement scale.

The type of scale used in the measurement operation limits which analyses are possible, or at least
permitted, to carry out. For example, it is not possible to conclude whether something is twice as
good based on a measurement using an ordinal scale, conclusions whether something is better is
however permitted.

The practical consequence is that considerations on scale of measurement must be embedded in the

procedure of modeling of experimental design. Modeling of experimental design is outlined in
section 4.2.

6.2.2 Some problems associated with measurement.

Procedures and instruments for measurement might not be entirely reliable and valid. As a
consequence the assigned numbers or symbols might not represent reality in a sufficient way. In
general terms these problems are divided into (Graziano & Raulins, 2004):

Reliability means to which extent random errors have influenced in the measurement process. The
experiment design must minimize circumstantial factors during the data collection.
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Validity means absence of systematic errors in the measurement process. Different types of validity
problems can be distinguished. A common classification is:

Construct validity refers to whether the instruments of measurement really produce data that
represents the theoretical constructs. For example, there are several significant terms associated
with command and control issues where there is no generally accepted approach for measurement.
Situation awareness and decision superiority are examples of such terms.

Internal validity refers to whether factors, other than those central to a study, have influenced data.
A study of how information structure influences situation awareness might be biased by extraneous
factors present in the experiment setting. Examples of such factors are training effect and
differences in experience among participants. The definition of extraneous variables in the
modeling of experimental design is a manifestation of an ambition to avoid problem with internal
validity.

External validity refers to whether data and results can be generalized to other settings and
circumstances. As any experiment must be carried out in a specific setting it has to be considered
whether there is anything about the experiment setting that makes it unique and/or different
compared to a “real” situation.

The scientific approach means to make sure that the experiment is not charged with these problems.
A feature of methodological tools and procedures is to gain control over the experimental setting.
One such operation to gain control when studying complex systems is triangulation of data. This
means that as many methods as possible should be used to measure one empirical variable. The
rationale is that when several different subjective and objective indicators show the same patterns it
indicates that the study is valid. When studying complex command and control systems the general
approach is, if possible, to measure each variable from at least three different domains (Alberts &
Hayes, 2002).

1. Physical domain. For example, the products each staff delivers or the activities they perform
2. Information domain. For example, which information is communicated by whom.
3. Cognitive domain. For example, the participants’ knowledge, opinions etc.

These domains could in turn be measured in several different ways, for example, by using both
observers' and participants' judgments. Another example is shown in figure 4:6. The variable ’solve
task’ was measured in three different ways: 1. The observer’s subjective judgment of how well the
task had been solved. Data was collected by a pre-defined observer protocol. 2. The task force own
perception of how well they had performed. Data was collected by a pre-defined questionnaire. 3.
Whether certain actions where undertaken according to a predefined list. Put together, these
indicators constitute a “profile” of organizational performance.

There is a vast amount of literature on data collection and issues related to reliability and validity

and it will not be discussed further in this report. Our recommendation is to consult this literature
for further references, for example Graziano, & Raulins (2004) or Blalock (1982).

6.3 Our approach to data collection.

A set of measures are used as “indicators” on organizational performance in the initial data analysis.
The definition of these measures is a part of modeling the experiment design as described in chapter
4. Examples of some data collection methods are presented in table 6:1.
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Table 6:1.Examples of data collection registration methods

Data collection
method

Significance

Observation Observers’ manual recording of organizational activities. All observer reports specify
time (hour and minutes) and place.

Recording of Automatic digital recording of radio and telephone communication. All communication

communication | is labeled in terms of time.

Registration of | Automatic registration of geographic positions using satellite navigation equipment

positions

Photography Documentation of activities and situations using digital camera. All photographs must be

manually recorded and labeled in terms of time.

Video recording

Video recording of activities and situations.

Event cards

When there is an evaluation situation and some predefined events are expected to happen
to certain individuals, these are equipped with event cards. For example, extra personnel
serving as casualty markers might be equipped with causality cards on which they make
notes during the exercise (Thorstensson et al., 1999). They note the time for specific
events in the medical attendance.

Collecting log
files

When support systems are used, log files that contain interesting parameters are collected
from these systems. This facilitates the study of system usage and availability, in the
overall context.

Collection of

Documents belonging to orders, reports and briefings etc are a rich source of

(evolving) information. Copies of these (over time as they evolve) will contribute to the exploration
tactical of the information situation in the command posts and the field units.

documents

Registration of The rear echelon command posts often use tables for presenting situations and prognoses
table for regarding important resources and key activities. Documenting these tables by regular
recourses and documentation, photographs or other means available enables the analysis of the
activities information situation and activities in the command post.

Questionnaires Personnel’s thoughts, opinions and feelings can be registered using questionnaires.
Interviews Interviews can be used to get a picture of how personnel perceive certain matters.
Physiological Some physiological measures, such as hormone levels or blood pressure, can be used to
measures indicate for example fatigue and stress.

The last decade’s development in information technology has had a profound impact on the
possibilities to make the data collection process more efficient. The ambition in this and related
work is and has been to eliminate as much manual work as possible. For example, digital
questionnaires in combination with net work technology has made it possible to collect and import
data to analytical tools such as SPSS (SPSS, 2005) more or less seamless.

Time pressure, the amount of data together with the strategy of using multiple indicators and
multiple measures for every variable makes the administration of data a delicate matter. We have
normally used a data matrix to organize data according to instruments of measurement and variables
to measure. An example from an experiment carried out in the spring of 2005 at Singapore Center
for Military Experimentation (SCME) is shown in figure 6:2. The purpose of the study (Cheah,
Thunholm, Chew, Wikberg, Andersson, & Danielsson, 2005) was to explore the effects of a
decision model combining a naturalistic planning and decision-making model called the Knowledge
Battle Procedure (KBP) and a C2 System for distributed planning called MissionMate (MM) with
TeamSight (TS). The study was done as a part of the overall Swedish Armed Forces (SAF) and
Singapore Armed Forces collaboration framework. In the study a large numbers of variables were
measured by several different instruments of measurements
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Figure 6:2. Data matrix of an experiment carried out at
Singapore Center for Military Experimentation .

Each column of the matrix represents a variable. Four “major” dependent variables were defined:
‘team creativity’, ‘quality of decision’, ‘completion of process’ and ‘communication pattern’. Each
of these dependent variables consisted of a number of sub variables. A few confounding variables
were defined but in this particular case no intervening variables were defined. Some of the measures
defined in the measure model were later excluded. These variables are marked with a red cross.

Each row represents a specific instrument of measurement. Several different observer protocols and
questionnaires were defined. Finally, some relevant system registrations were used as measurement
instruments. In each cell the measure is defined more precisely. For example, a questionnaire might
be used to collect data on several variables. In the cell are the specific questions of the relevant
questionnaire indicated.

The major advantage of the data matrix is that it gives an overview of the data collection plan and is
a guide line to keep track of the analysis if data. So far, the matrix has not been digitized and
integrated in the MIND system.

The result from this initial analyses and interpretation of data provides a guideline for a further in
depth analysis using a wider range of data. Even if the modeling is thorough and data collection on
pre defined indicators is well elaborated, the complexity of the experimental setting often makes it
impossible to predict every course of events and outcome. We have therefore taken a wider
approach to data collection during the experimentation. It is our experience that complimentary data
is always requested. The in depth analysis is then an exploration of large and diverse amounts of
process data collected “parallel” to the pre defined indicators. Consequently, the need of efficient
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techniques and procedures to administer, structure and store data is an important issue. One
ambition is to construct a wider data set consisting of a “Mission History”, a time-synchronized
multimedia model of the course of events is constructed. The construction of such multimedia
models are based on the MIND-system described in section 3.5.

In the following section we briefly describe the collection and administration of data from different
types of sources. We will also discuss how to practically deal with large amounts of process data,
and provide a practical example from an experiment.

6.4 Case 6: Development of data collection techniques in
experimentation, Demo 05 H.

Some of the principles to conduct experimentation on C2-processes outlined in Evolva are under the
implementation at the Swedish Armed Forces C41 Development centre, LedUtvC. The work is
undertaken by the project MARULK which aim is to develop a system to support analysis. Using
the MIND system as the fundamental framework, the support system will provide:

Data collection from a number of different sources.

Time stamping of data to second precision.

Data compilation in a common database.

Data processing during ongoing experiment.

Presentation and visualization of collected data, as multimedia representations of mission
histories (Morin, 2002) and as explaining tested hypotheses (Albinsson, Morin &
Thorstensson, 2004). Presentation will be possible a few hours after experimentation.

e Support for after-action reviews (Rankin, et al, 1995) and post-mission analysis.

e Support for including operator and domain-expert comments and interpretations in the
database.

In the fall of 2005 the experiment Demo0O5H was executed at LedUtvC as a C2 exercise with 300
participants from all three branches of the Swedish Armed Forces organized in 22 staffs at different
levels of command. Participants were connected in a joint local area network (LAN) simulating a
network-centric warfare environment. During the experiment, MARULK in participation with other
projects performed extended trials on data collection from multiple sources. Trials also included
data compilation in a common database, data processing during experiments and connecting data to
hypotheses.

6.4.1 Data from participants.

Digital questionnaires. A digital questionnaire system was introduced using web technique to
increase speed, and performance in collecting, compiling, processing and storing data. All
participants answered the questionnaires before the exercise and directly after each specific
experimental run. Each questionnaire comprised 30-100 questions. The selected system did not
meet expectations. A combination of technical and usability problems resulted in severely corrupted
data such as duplicated registrations and loss of data.

Group interviews. Another data collection method was group interviews performed after each

specific experimental run. Each group consisted of participants from different staffs, making up a
special chain of command or a specific function. 20-30 different group interviews were held after
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each exercise. Documentation from interviews was made in MS word. Possibly, documentation
could be done using a questionnaire tool.

6.4.2 Data from observers.

Digital questionnaires. Besides taking notes as a basic method, observers also answered
questionnaires after each experimental run. The same digital questionnaire system was used as the
one used by the participants. Of course, the content of the questionnaires for observers and
participants differed.

Computerized observer tool. A computerized observer tool was also evaluated. The tool is based
on earlier research on time-stamped structured reports (Thorstensson, 1997) and on how to support
observers (Jenvald, Morin, Crissey & Thorstensson, 2002). Four experts observing four different
command posts were used to test the prototype tool in the two final experimental runs. The number
of reported observations was a total of 123 and 154 respectively, with a somewhat similar
distribution between the different observers. Each observer tool was connected to the network and
the reports were sent to a central database as soon as they were saved locally by the observer. This
made it possible to display all observer reports in real time at different locations in LedUtvC and
gave the personnel at the analysis centre (AC) the possibility to follow course of events at different
command posts simultaneously, which was considered a great improvement for their work. All four
experts appreciated the tool and regarded it as a significant support for making qualified reports
from observations. Further development will be made in order to implement tools for
communication

6.4.3 System data

Ground Truth. The tactical setting was simulated using different interconnected simulator
systems. The tactical course of event was recorded by logging the HLA data for the federation. The
spatial and temporal course of events for the approximately 800 entities participating in each
experimental run was registered

Voice communication. Three different systems for voice communication were used during the
exercise. All of them utilizing voice over IP (VoIP) in the joint LAN. None of the tested systems
provided available means for logging communication. To overcome this problem software were
developed to record everything that is said in selected microphones and everything that is heard in
selected loudspeakers. These programs were installed on all approximately 300 computers in the
LAN and were then used to register voice communication for 36 key participants. In each of the
four experimental runs we recorded some 100.000 communication events. All communication
events were time stamped and, if possible, connected to an identified sender and an identified
receiver.

System utilization. Software was installed in all participating computers on the LAN to be able to
register the screen of the operators. A screen shot was registered every fifth second making it
possible to compile the data to a film strip. As the registration was time-stamped, it was possible to
synchronize these film strips with the data voice recording of the selected 36 key participants and
the recording of ground truth.
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6.4.4 Mission histories

The possibility to synchronize data was used to compile “mission histories” for a specific time
frame of the experiment. Selected sets of data formed mission histories making it possible to replay
the selected course of events. An example of the visualization of such a mission history is shown in
figure 6:3.

Figure 6:3. A screenshot from the MIND system, showing a Mission History from DemoOS5H.

It is possible to have predefined data collection plan for the compilation of such mission histories. It
is also possible to compile a mission history in an “ad hoc” fashion based on the wide set of
collected data. In one specific case during the experiment, there was a misunderstanding between
two command posts at different levels of command. After the exercise the operators wanted to find
out why this had happened and asked for help to reconstruct the communication from that part of
the exercise. By exploring the course of events and communications from one specific
“commander’s conference” it was possible support them in defining cause and effect relationships
and use the collected data to improve future performance and decrease risk for similar
misunderstandings.

6.4.5 Administration of hypotheses, data and conclusions

Tool to administer hypotheses. Initial studies to define a tool to enhance documentation of results
from experimentation with a traceable link between hypotheses, data and conclusions were also
undertaken. The idea is that the hypothesis tool will be used to organize and compile important data
collected during experimentation. Hypotheses, data and conclusions will be linked to mission
histories. It also becomes the entrance to the considerably wider set of data that has been generated
during the experiment. The prototype of the tool is described in section 8.6 and shown in figure 8:1.
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7 Feedback of test results

7.1 Background

As we have mentioned in chapter 3, it is important to integrate the clients into the experiment
process. One way of doing this is by developing the methods of presenting results from
experiments. However, our perspective has been to find new ways of communicating test results to
development work as a complement to traditional methods, i.e. written reports. One ambition has
been to have preliminary results displayed to the participants/interested parties in as close a
connection to the experiment event as possible. Such an After Action Review (AAR) gives the
opportunity to discuss and react on the results directly. In this chapter we present our experience of
developing new procedures and approaches of providing feedback of results from experimentation.

7.2 A generic model for feedback

A control model derived from system theory (Katz & Kahn, 1978) includes a cyclical process of
several phases: (1) diagnosis, (2) planning, (3) data collection, (4) analysis, and (5) feedback.

The diagnostic phase (1) includes definition of present status of the object of research/development
(e.g. a process or an organization). In the planning phase (2), the diagnosis is compared to a goal
state or goal effect that the development project is trying to achieve. The purpose is to identify
activities or/and interventions that might be necessary to undertake in order to achieve these goals.
After the data collection phase (3) comes the analysis phase (4), where these identified activities
and interventions are tested as hypotheses. Will the suggested actions lead to the stated goals or/and
effects? The feedback phase (5) has the purpose of interpreting the results together with the clients
and to “tune” future activities/interventions so that stated goals and effects can be better achieved.
The model is shown in Figure 7:1.

3. DATA COLLECTION

2.PLANNING

ANALYSIS 4,

1. DIAGNOSIS

5. FEEDBACK

EXPERIMENTATION

Figure 7:1. A generic control model of experimentation.

However, one single control loop is not sufficient when the evaluation process stretches over a
period of time. An iterative approach is necessary: formulating hypotheses; testing them in various
test environments; turning back to the initial model for evaluation and revision; and generating new
hypotheses to be tested in additional tests and experiments.
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In “Code of best practice for experimentation” (Alberts & Hayes, 2002) the need of “experimental
campaigns” — a series of interconnected experiments aiming at exploring and developing “Mission
Capability Packages” — is stressed. An important implication is that feedback of results and
experiences from any experiment is relevant both in the short and the long perspective. It should be
possible to use results as early as possible for decisions on further work in the development project
and also to use data and experiences from an experiment after a considerable amount of time.
Presumably, this will enhance the possibility to create a “body of knowledge” which is traceable to
results from earlier experimentation. This “body of knowledge” should also be used in planning of
future experiments and activities.

7.3 Our feedback model

We argue that it is possible to view the feedback process from any single experiment as a series of
different sequential phases. We suggest the following phases:

Phase 1: During experimentation. The normal procedure is often to focus on data collection
during an experiment. Analysis is conducted some time after the experiment. During an experiment,
when researchers, clients, and other relevant competence are present at the test location, there is
reason to use this opportunity for analysis based on the multi-disciplinary competences. The
purpose of feedback in this phase might be to give a basis for decisions to make changes between
runs.

Phase 2: After Action Review (AAR). Directly after an exercise it is common procedure to gather
all participants to discuss the conducted exercise in an after-action review. The purpose of feedback
in this phase is to present and discuss preliminary results from the experiment with the participants
in order to validate and interpret findings and also, a very important issue in the AAR: to collect
additional data such as the participants’ opinions.

Phase 3. Post Mission Analysis. It is not always possible to conduct an in depth analysis of
compiled data in the AAR phase. It is not possible to include and discuss all results in an AAR as
available time, resources for preparation, and the actual AAR session are limited. Additional
analysis of data in cooperation with a limited number of clients and domain experts might be
necessary to conduct after the experimentation and the AAR phases. The purpose is to perform as
much data exploration as needed for enhanced testing of defined hypotheses.

Phase 4: Experiment Conclusion. At some point in the feedback process it is necessary to make a
closure of the conducted experiments and start focusing on the next action. The normal feedback in
the closure phase is a written a report in order to present a final and official documentation of
results from an experiment.

Phase 5: Lessons Learned. After final closure of an experiment, the compiled databases can still
be of value. Questions might arise later that were not recognized at the time when the experiment
was conducted and other related projects might also be interested in exploring data from earlier
experiment. The purpose of this phase is therefore to construct a searchable generic database of
experiences from previous phases to be used as a base for future interventions and actions.

Phase 6: Planning. In the initial planning phase of succeeding experiments, results from earlier
experimentation should be considered. The planning should be undertaken by an integrated team of
researchers, clients, and relevant domain experts. The purpose of this phase is to define a basic
research design. The essential outcome of the planning phase is a definition of what to study and
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how to do it. Thus, this phase is connected to the issues discussed in chapter 4. Earlier results from
experiments should be included in the modeling process.

Phase 7: Pre-Action Presentation. Even with a well developed research design the analysis needs
an in depth preparation. This is especially true if there is a demand of feedback during the
experiment. Of course, one such source of preparation is to present data from earlier experiments.
The purpose of this phase is to prepare participants and/or the analysis team before the next
experiment. One way is to study interventions and actions from previous experiments.

Each separate phase can be described as a control model shown in figure 7.1. Several such
sequential control models might be interconnected so that output from one becomes input in
another, as depicted in figure 7:2.

—»O0— »0— »0— »O0— »O—»O0—»0O0—»
EXP. AAR PMA CLOSURE LL PLAN PAP

Figure 7:2 Suggested feedback phases in military research and development.

7.4 lllustrative cases

In this section we will discuss the suggested phases more thoroughly. To illustrate the discussion,
some examples of feedback of results in some of these phases are presented. Each phase calls for a
different approach which is exemplified with cases. This approach can not be fully applied in this
chapter since there are not yet concrete results for all the phases.

One might argue that each of the phases in an experiment cycle should contain well structured
feedback processes. However, due to the specific circumstances of every single experiment, the
nature of feedback of results might differ. It is our experience that a fully conducted feedback cycle
in every phase can seldom be attained. Thus, the selected cases are examples of how feedback of
results has been performed in a single phase and not for the whole cycle.

7.4.1 Feedback of results during an experiment

During an on-going experiment the involvement of the clients is crucial. The analysis of results
should not be left solely to the researchers. As researchers, clients, and other relevant competence
are present at the test location, there is reason to use this opportunity for analysis based on the
multi-disciplinary competences. Often, an experiment is conducted as a series of runs during an
exercise. Thus, time is crucial if the results are to be interpreted during an on-going data-collection
series during an exercise. This is especially accentuated in an action research approach (see section
3.2), where the results from the initial test runs should be input for further runs. However, the need
of feedback during a single case study (see section 3.2) is also present as it might save time and
resources invested in the post mission analysis.
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7.4.1.1 Case 7A: Demo 05V

Experimentation is an important feature of the Swedish Armed Forces’ transformation from
invasion focus to a flexible net-work based operational defense. Demonstrations and tests of new
technology and methods will be used to resolve uncertainties, test technical (and financial)
feasibility, and illustrate alternative courses of action. The results will be analyzed and assessed
through study activities before deciding on continued development activities. One important sub-
program in this process is LedSystM which is responsible for development of command and control
(C2) methods. As a part of the demonstrator program, command and control methods and principles
will be tested in a series of experiments.

In the exercise Demo 05 V, held in April 2005, the focus of the experimentation was to further
develop a procedure for planning under time pressure. The model for the procedure, Planning Under
Time Pressure (PUT), is based on a satisficing rationale approach, that is, the purpose of the
planning process is to find a good-enough option early in the process and then refine and
corroborate it through war gaming. The model is originally developed at the Swedish Defence
College and was first introduced in the Swedish armed forces as a tactical planning model in 2003.
A full description of the PUT-model is provided by Thunholm (2003, 2005).

More precisely, the aim was to develop procedures for the cooperation between staffs and the
distribution of commander’s intent in the context of the PUT model. The experiment was conducted
during a series of war-gaming sessions. The test design was based on an action-research approach.
The intention was to conduct the analysis according to the following procedure:

1. During, and instantly after, each war-gaming session a set of variables were measured with a
number of different instruments, i.e. observers, questionnaires and registration, and
classification of radio and data communication. The variables - task knowledge,
cooperation, product quality, distribution of commander’s intent, and communication pattern
- were used as indicators of organizational performance.

2. Between each war gaming session the result from the measurements were analyzed together
with personnel from LedSystM. Participants of the exercise also conducted workshops on
the theme “What can be changed in the planning process in order to improve the PUT
process?”.

3. Based on results from the steps above decisions were taken together with personnel from
LedSystM on what to change in the PUT process during the next war-gaming session.
Instruments of measurements could also be changed.

4. During the next war-gaming session the organization was measured using basically the same
set of variables. The basic question to be answered was if the changes introduced made any
difference. If so, what was the nature of the effect? Refined and supplementary questions
and hypotheses might be added to the analysis.

The process described above was implemented with the help of military personnel allocated to the
work from LedSystM and is described in more detail below:

a) The initial task was to explain the results from the analysis of data from the first war-gaming
session. Results showed a strong negative correlation between the commander of the joint staff and
his staff members on the ranking task of the importance of different events that occurred during the
session. This result might be interpreted as a failure of the commander to communicate his intent
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within his own staff. The personnel from LedSystM used the data base from the digital
questionnaires in order to find explanations of the result. It was also possible to trace data from
staffs, observers, and personnel for further data collection. The most plausible explanation found
was that the result was due to the fact that distribution of information to the subordinate staff had
been prioritized. Thus, the commander’s intent had not been formally communicated in the joint
staff. Another explanation might also be that officers from different services had different
competence and traditions and therefore interpreted the same situation differently.

b) The next step in the procedure was to come up with solutions to overcome the identified
problems. In this case, the major problem was judged to be the inconsistent perception of the
situation in the joint staff and the absence of communication of intent within the staff. The opinion
was that the most significant tool was that each staff should establish a timetable in order to push
the planning process forward.

c) Finally, two changes in the experimental design were defined. First, changes of the measurement
of distribution of commander’s intent were implemented. The aim was to overcome the problem
with the difference in perspective on the mission between services. Instead of just ranking events of
primary interest for the joint operational level, the ranking also included lists of events of
importance for each of the services. Second, a minor experiment was also conducted between the
first and second session in order to compare different principles to formulate a commander’s intent.

In this minor experiment twelve officers were divided into two groups. Each individual in the
groups acted as a liaison officer receiving a commander’s intent communicated by the commander
of the joint staff. One group received commander’s intent expressed in terms of the “required
effect” while the other group received the same commander’s intent expressed in “required
capacity”. Communication between the officers within or between the groups as well as questions
to the commander where not allowed. Measurement of distribution of commander’s intent consisted
of ranking of importance of a selection of defined events. Each participants were asked to rank the
order of a number of injects regarding their threat to mission success. The participants ranking of
importance were compared within each staff as well as with the commander (whose ranking were
considered to be the correct ranking in accordance with the communicated intent). Result of the data
analysis indicated that the group subjected to commander’s intent expressed in “required effect”
showed a higher consistency in ranking of importance relative to the “correct” commander’s
ranking.

Results from the intervening experiment were not put forward as a finding to be generalized.
Instead, the results were used as a basis for an AAR discussion a few minutes after the
“intervening” experiment. The purpose of the discussion was to try to explain the result and to come
up with actions to improve transfer of commander’s intent. During the discussion a hypothesis,
intended to be tested in the next war gaming session, was formulated: “Commander’s intent should
be mediated in terms of “required effects” but the following dialogue should be based on the
”required capacity”. A template to support a dialogue based on this hypothesis was constructed and
informally tested in the following session. The possibilities to observe this dialogue were limited
due to limited space for observers.

7.4.2 Feedback of results during an After Action Review - AAR

Directly after an exercise it is common procedure to gather all participants in order to have a post
exercise review. Such an After Action Review (AAR) is a common approach for this kind of
feedback session. AAR was first implemented in the mid 1970’s (Rankin et al., 1995). The AAR
approach has been developed ever since to provide and deliver feedback after a collective training

53



exercise in order to enhance training value. This is made possible by collection and presentation of
data that characterize the performance of the units in relation to preset goals and mission outcomes.

Traditional use of AAR. As defined in Training Circular (TC) 25-20, A Leader’s Guide to After-
Action Reviews (U.S. Army Combined Arms Center [CAC], 1993), an AAR aims to answer the
general question “How did the unit do?”. This question is broken down into three more concrete
sub-questions: “What happened during the collective training exercise?”, “Why did it happen?”
and ““How can units improve their performance?””. The goal of an AAR session is to enhance the
training effect.

The answer to the main question "How did the unit do?" may not be immediately obvious to the
participants or to those who planned and controlled the exercise. Morrison & Meliza (1999) explain
how this understanding is easily lost or obscured by "the fog of war" or just the simple fact that it is
impossible for each and everyone to have an overview of the amount of distributed, but related,
events and actions going on during a collective training exercise. An important part of the AAR is
thus the ability to raise the level of awareness about the actual course of events. FOI has been
working with development of methods and tools to support reconstruction and exploration of the
chain of events for an exercise. This work is described in more detail in Morin, Jenvald &
Thorstensson (2003).

AAR in experimentation. The traditional use of AAR methods and technology, described above, is
to structure training and evaluate exercises in order to achieve or increase training value. Based on
the traditional content of AAR, we argue that the approach is applicable, with some modifications,
in the context of experimentation. The general idea is that the AAR approach can be used to support
feedback of results from tests and experiments in the context of a development process. The AAR is
an opportunity to present data and preliminary results in a comprehensive way in order to discuss
and analyze the material with the participants in the time frame of a traditional AAR and, most
importantly, to collect additional data from the participants. The main effort is not to reflect upon
individual and group performance but to reflect on the questions of the experiment.

However, it is important to realize that the AAR approach tailored for training is not directly
applicable to report findings from tests and experiments. Instead, we argue that in experimentation
the AAR should be used to discuss preliminary results in order to validate and interpret them and to
collect complementary data. Hence, in experimentation the AAR is a data source to support
analysis, whereas during training the AAR is an important part of the training process.

With this changed focus of AAR we need to modify the three questions for self examination. The
main question of "How did the unit do?" is no longer necessarily in focus and is therefore, in a
hypothesis-driven experiment, modified to "Which hypotheses were rejected?" The results of the
planned data collection and analysis are presented to the relevant participants of the experiment, in
the form of supported or rejected hypotheses. The traditional questions are thus slightly modified as
shown in table 7.1:
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Table 7.1: Modified AAR questions for experiments compared to AAR for training

Traditional (training) AAR questions Modified (experiment) AAR questions

"What happened during the collective training | "What happened during the experiment?"
exercise?"

AAR participants attempt to specify the facts AAR participants attempt to specify the facts of
(i.e., important actions and outcomes) of the the course of events in the experiment.

exercise.

"Why did it happen?" "Why did it happen?"

Given the facts of the exercise, the participants | Given the facts of the experiment, the participants
attempt to explain the causes of particularly attempt to explain the causes of the outcomes of
important actions and outcomes. the test of the hypotheses.

"How can units improve their performance?" "What is the implication for the development
Given that the previous two questions are project?"

answered, the participants determine actions Given that the previous two questions are

to solve identified problems. For example, answered, the participants identify problems (and
changes to standard operating procedures possible solutions) relevant to the development
(SOPs) or increased training on basic drills. project.

Some challenges for using AAR in experimentation. One important issue in the development of
new C2 systems is that highly abstract processes such as decision making, situation awareness, etc.
must be analyzed and developed. Consequently, data on these matters must be collected, analyzed,
and presented in an AAR. This data collection and analysis brings out inherent problems.

Since the time span between a test and the following AAR should be as short as possible, the
amount of time available for data analysis is limited. Consequently, data from decision-making
processes are normally limited to quantitative data for statistical analyses. Our experience is that the
presentation of results from such analyses poses a problem as evaluation often becomes a lecture on
statistics rather than evaluation of a decision process (Wikberg & Lundin, 2002a). We evaluated the
“normal” technique to present statistics in the format of graphs in the context of an AAR in an
‘Experimental Simulation Exercise’ (ESE). The evaluation tested how the involved experienced
officers understood the results presented (Wikberg & Lundin, 2002a). During the ESE, two
additional inquiries were distributed to the participants. The first, distributed directly after the
regular questionnaire concerning the problem studied in the ESE, was designed to survey to what
degree the participants understood which comparison the graphs intended to represent. The second,
distributed directly after the presentation of the results from the regular inquiry, was designed to
elucidate which results the participants believed they would attain. The results indicate that the
foundation for the AAR was incorrect since the participants could not explain the information in the
presented graphs. In the multiple-choice questionnaire they performed slightly poorer than a
random outcome. This could partly be explained by the fact that there was a difference between the
expected and the attained result, which is a cognitive dissonance. Consequently, statistical graphs
should be avoided in an AAR. Results used in an AAR must be presented in a familiar context and
in an understandable manner to the participants. As the time available for presenting and discussing
the results normally is limited, it is important to find procedures to present statistics in a
straightforward way.

We have tried out ideas on how to tackle this problem. One solution is to present results in terms of
rejected and supported hypotheses. Each hypothesis is stated together with a verbal description of
the result of data analysis. The results are presented on power-point slides to the participants using a
projector. On the slide it is also possible to document comments and additional information from
the participants. As a complement to this the MIND system (see section 3.5) can be used to replay
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the mission history and explore collected data in order to give the audience a connection from the
hypothesis and the statistical data to the actual chain of events during the exercise.

7.4.2.1 Case 7B: AAR in Case Study at SkyddC

An experiment was conducted at the Swedish NBC Defence Centre during an exercise with the
national NBC protection task force. In the experiment, witch used an experimental strategy in a
case-study approach, the task force had to manage a situation with chemical warfare agents
discharged over a major city.

Two settings were compared. One was a situation were the existing NBC C2 system was used. In
the other situation a simulation of a future C2 system outlined in the NBC Demo project was used.
The difference between the settings was the degree of access to “intelligent” sensors. The futuristic
system had the ability to automatically analyze and distribute data and thereby bypassing the human
element in the analysis process. Based on the basic question “Will this improve the decisions by the
operators in the C2 system?”” a number of hypotheses were formulated. The experiment focused on
three specific situations during the exercise. The first situation was input of data from a deficient
sensor. The second situation was introduction of contradictory information from different sources
and the final situation was to be forced to deliver an instant answer to an official authority on a
request. Data was collected using observers, questionnaires, and registration and classification of
radio and data communication.

The study was conducted in one day. The day after the exercise, participants were assembled for a
half-day AAR. The purpose of the AAR was additional data collection and validation of
preliminary results. The AAR had its basis in the preliminary result of the analysis of collected data.
The preliminary analysis of collected data had been restricted to elementary statistics (rank
correlation and t-test). Results were compiled on power-point slides in order to structure the
discussion. Each slide presented the result of one of the hypotheses. An example of one of the slides
is shown in figure 7:3.

Hypotesis 3: The way of analysing data will have an influence on the content on information.

Raw data:

Purpose of task. Area of Own capacity “Termain/weathe | Civilian Developmentof | formulation of
nnnnnnnnnnnnnn 3 conditions situation

Condition 1: int comm 1:12:1 3: 11 Tot:13 1:632:10 3:33 | 1:62:8 3:4 13 2:13 32 12 22 3:5 1:62:0 3:1
Tor106 Tot18 Tot18 Tot9 Tot7

Condition 1: ext comm 1:62:4 3:16 Tot:26 1:262:1 3225 1:422:143:33 152:83:4 122:103:11 102:03:5 1:02:13:3 1:02:13:2
Tots2 Tots9 Tot:17 Tot24 Tat:s Totd. Tot3

Condition 2: int comm 1:02:0 3:0 Tat0 1023 3:10 1020 3:2Tot2 | 1:02:0 3:2 1:02:133 102:13:6 1:02:0 32 1:02:0 34
Tot13 Tot2 Toud Tot7 Tot:2 Toud

Condition 1: ext comm 1:02:23:0 Tot2 122435 132737 Tot17 | 1:02:13:1 1:0233:0 102230 1:02:03:0 1:0223:0
Tot11 Tot:2 Tot3 Tot:2 Tot0 Tot2

Difference 1:2:3: Tot37 1:2:3:Tou147 [ 1:2:3: Touss L23Todl | 123To26 | 1:2:3:Tou3 12:3:Toel7 | 1:2:3:Totl

Correspondence SME ranking vs. outcome: Pearsons Rank Corr: Condition 1: C1:0.583, C2: 0,464: C3: -0,196 Cond 2: C1:X, C2: 0,71; C3:0,7
Interpretation: Ambigous data. Patter of communication is correlated. However, level of communication differs between runs. Especially, Area of
contamination and Own capacity is discussed to a significant higher degree in the first run. No difference in Development of situation .

Interpretation:

FOI evolva
TOTALFORSVARETS
FORSKNINGSINSTITUT

Figure 7:3 Example of an AAR presentation of a hypothesis test. In the upper
box the hypothesis is stated. The green box contains a verbal description of the
result of the data analysis. The blue box is used to document comments and
additional information from the participants.
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In the initial part of the AAR the participants were reminded of the purpose of the experiment. The
rationale for this was to establish a common point of reference for the following discussion.

In the next step a discussion about possible confounding factors took place. The participants were
informed that there had been three specific situations studied in the experiment. They were asked to
comment on the situations during the scenario regarding their realism. Other confounding factors
were also discussed, such as the effect of training between runs and their personal experience
compared to their role in the task force. Data collected on these issues were presented to the
participants. The purpose of this discussion was to establish some basis for estimating validity and
reliability of the analysis.

Then, each of the hypotheses tested during the experiment was discussed and each of the defined
hypotheses was presented to the participants as shown in figure 7.3. The purpose of the discussion
was to further analyze and, if possible, explain the received result. The starting point was, of course,
if they agreed with the preliminary result. Comments and complementary data were successively
documented on each slide.

Finally, the AAR was completed with a discussion on the meta-level about consequences on the
task force’s organization and procedures in case the suggested technological system would be
implemented. Another issue in this discussion was the organization of the exercise and possible
future work.

Based on the collected data and the discussion in the AAR the conclusions from the experiment

were:

e Data indicate a more time efficient C 2 process in the high tech condition.

e However, there is a lower degree of control and verification of information in the high tech
condition.

e The implication of the experiment is that new technology will not automatically decrease the
need of training.

e Another implication is that today's organization of the task force might be inappropriate if the
NBC Demo system is introduced.

7.4.3 Feedback of results during Post Mission Analysis (PMA)

With extensive data collection in experimentation, it is necessary to allocate time after each instance
of experimentation to compile data; in the short time frame in order to support AAR, but also to
support subsequent activities utilizing a substantial data set. The phase following the AAR is the
Post Mission Analysis (PMA). In the PMA methodological experts and domain experts work
together with collected data to elaborate the analysis and focus on specific questions from earlier
phases as well as issues identified in the ongoing analysis. PMA is normally performed about a
week after the specific mission (or experiment) when data has been compiled to a certain degree.
The time utilized for PMA is normally limited, but can vary depending on the amount of analysis
questions and available resources. PMA procedures are quite well developed for training but are
still to be defined for experimentation. The details of the case in the following section are not fully
developed.
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7.4.3.1 Case 7C: Demo 05V

After conducting the series of experiments involved in the Demo 05 V exercise, we compiled
collected data using the MIND system. The compilation of data consisted of a re-playable dynamic
mission history. An example is shown in Figure 7.4.The mission history replay was then the
foundation for analyzing the friction in communication between the different command levels
within the C2 structure. The aim of the PMA after Demo 05 V was to demonstrate the possibilities
in the available system.

Figure 7:4 An example from the MIND system showing a PMA visualization of
communication from the Demo 05 V exercise. The time-synchronized model in
this instance contains two different operators’ screens (two leftmost large
windows), a communication event (green arrows), a map, and a situation
photograph from the battle group head quarters (BGHQ).

7.4.4 Feedback of results in the final experiment conclusion

At some point in the feedback process, it is necessary to make a closure of the conducted
experiment and start focusing on the next action. Normally, this means that results and experiences
are documented in a written report. The level of quality of this written report might vary. The
normal procedure for checking the quality of a scientific study is the peer-review method. The
report is scrutinized by some external individuals who are independent of both the researchers and
the clients involved in the study. Of course, this calls for resources to be put aside for this purpose:
A decision where the client makes the ultimate judgment.

One important goal is to engage the client in the production of the “final” documentation of an
experiment. A written report from a large scale experiment might be quite extensive and thus hard
to penetrate for a client. Alternative procedures to produce a report with conclusion are desirable.
We have tried to tackle this problem by presenting the elements of a traditional report in a graphical
model-based layout (Wikberg & Lundin, 2002b). A case illustrating such a process is described in
case 7.D.

7.4.4.1 Case 7D: Model-based documentation in a study of the C2 system of a
division

Focusing on the cooperation between different levels in the chain of command in an army division
(Wikberg & Lundin, 2002b) a study was conducted in the spring of 2001 during the Army’s staff
and communication exercise. The purpose was to study roles responsible for supplying the system
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with information in accordance with a successively identified need. The problem in focus of the
study was structured in a modelling session, where personnel from the Army and the Swedish
Defence Research Institute participated. In the modelling, the most relevant factors of the problem
were identified. Methods for measuring these factors in the given context were also defined.

The model was used as an observation protocol by military staff instructors. Following each staff
the staff instructors documented identified events, incidents procedures, and so forth that
corresponded to the defined measures on site. The model and its definitions form the basis for the
data collection. Every day an evaluation meeting was held, where each staff instructor presented his
documentation. Figure 7.5 shows a situation during such an evaluation meeting.

Figure 7:5. A model-based evaluation meeting

All data where related to the factors of the model by using a print-out of the model on a paper sheet
of approximately one by two meters (see figure 7:5). Documentation and interpretation were
conducted successively during frequent evaluation meetings. Each documentation was included in
the model as raw data. A new version of the model was printed for the next meeting. After a couple
of days of data collection, the documented data were used to draw some preliminary conclusions on
a heuristic basis on each of the factors identified in the modelling session. These conclusions on
factors where presented in a more general discussion. The resulting graphical model based
documentation is shown in figure 7:6. The spreadsheet contains the same information as an ordinary
test report (including an introduction, sections on method, results, and conclusions).

The major advantage of the approach was that the primary recipients of the results were engaged in
the evaluation sessions. This meant that they had first hand access and knowledge of the results and
the context of the study in advance of the documented report. A major part of the documentation is
actually the clients’ own wordings. This approach makes it possible to present an analyzed and
documented result when the test is finished, as opposed to spending days or weeks to analyze the
data before being able to present any results.
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Definition of the models sub
processes

Introduction and method Hypothetical model

Compilation of raw data Results on each sub process Discussion

Figure 7:6. The graphical layout of the documentation of a model-based
evaluation. In this particular case we used a paper sheet of approximately
1x2.5 meters, wherefore it is not possible to read the text in the figure shown
here.

As the lay-out of the spread sheet contained all the necessary elements of an experimental report
(se figure 7:6) it is a quite straightforward process to “cut and paste” the documentation into a
regular format, i.e. an A4 text document.

In the case described above, a rather qualitative and pragmatic approach to analysis of data was
used. There is of course no reason why the same principle can be used for other approaches to
data analysis.

7.4.5 Feedback of results as lessons learned

Accumulated experience from a series of experiments can be documented in different ways. Using a
re-playable mission history is one way of using data as a means for conveying lessons learned (LL).
Traditional LL databases mostly consist of written reports on what people have identified as lessons
from specific events. We argue that a re-playable mission history could complement written reports
effectively. Future analysis of experimental series will also benefit from having data from previous
experiments available and graspable.

However, the format and content of the documentation from an earlier experiment might not be
appropriate for other purposes. A re-playable mission history has to be put together from a specific
purpose. Using the same large data material for another purpose calls for different ways of
analyzing and representing data. Developing procedures for reusing data from earlier experiments is
an important challenge for future work.
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7.4.6 Feedback of result during a planning phase

In the planning phase of a series of successive experiments, results from earlier experimentation
should be considered. The purpose of this phase is to define a basic research design which, at least
to some part, is based on earlier experiments. The essence of the research design is a definition of
what to study and how to do it. Thus, results from earlier experiments is an important input in using
modeling as a tool to define evaluation measures, an issue discussed in chapter 4. However, a more
specific procedure on how to use recorded data from earlier experiments is still to be defined.

7.4.7 Feedback of results during a Pre-Action Presentation

The purpose of this phase is priming of participants, analysts, and observers before an experiment.
To achieve this, a variety of procedures are possible to use. One source of such preparation is
presentation of data and results from earlier experiments.

Military units can prepare a mission by using data and course of events from previously performed
similar missions in a Pre-Action Presentation (PAP). In the PAP, strengths and shortcomings from
previous missions can be visualized, discussed, and analyzed with the aim to improve coming
performance. We argue that this is applicable for experiments as well. The audience in a PAP for
experimentation can be the operators, who can assimilate previously gained experience to improve
performance in the experiment, but an equally important group of recipients of the PAP is the
allocated observers. Observers of an experimentation exercise must have detailed knowledge of the
studied organization. Observers who lack experience of either method or domain must be treated as
novice observers and be prepared accordingly (Jenvald et al., 2002). Methods for using data and
results from previous experiments in a PAP need to be developed.
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8 Conclusions and future work

8.1 Rationale of our work

The rationale for our work have been that experimentation is an important feature of the Swedish
Armed Forces’ transformation from being invasion focused to a flexible network-based defense
with battle groups capable to participate in international operations. Evolva has been carried out
between 2003 and 2005 with an aim to develop knowledge on tools and procedures to support this
and forthcoming transformation processes with experimentation. The project has had a focus on
development of military command and control but we argue that experimentation is applicable to
other areas, such as effect evaluation, as well. The project has been inter-disciplinary with a mix of
competences from behavioral science, engineering, and military operation analysis.

Considering the high costs of developing military systems, the experimentation process should aim
at a high degree of scientific rigor and professionalism. Our work has focused on developing a
“practice” based on a scientific approach to conduct experimentation. The basis of our work has
been the hypothetical-deductive approach to science as described by Hempel (1952, 1965, & 1966).
Such an approach implies that the organizations’ “best guesses” about what they think would be
proper solutions on identified problems should be experimentally tested. Put in the context of a
development process, a series of related tests and experiments, referred to as ‘“experimental
campaigns” (Albert & Hayes, 2005), is normally necessary. Thus, development is seen as an
iterative design process of formulating hypotheses, contrasting them in various environments,
turning back to the initial expectations for evaluation and revision, and generating new hypotheses
to be contrasted in additional simulations.

Some of the problems of experimentation considered in the project have been that the research
problem is often relatively vague and not theoretically well developed. Another issue is limited time
and resources making it necessary to find efficient ways to work. Finally, exercises in an
experimentation campaign are often used for several different, sometimes conflicting, purposes.

We have assumed that the development process is in general initiated with some kind of problem or
idea, often very vaguely formulated. In order to make the problem or idea explicit we suggest a
modeling approach using multi-disciplinary domain competences to define hypotheses and test
settings. Experimentation always includes some kind of data collection as data is the information
gathered which is assumed to represent the characteristic of the studied phenomena. In order to be
able to do this as efficient as possible, we have explored network enhanced possibilities for data
collection. Another important issue has been to explore and develop alternatives to “highly
formalized laboratory experiments” and “field exercises” as test environments. Finally, in order to
enhance feedback of results from experimentation we have studied alternatives to the traditional
research report to transfer results to clients. In practice, we argue that the suggested process is
equivalent to the term “concept development and experimentation” (CDE).

In the following sections we discuss the projects achieved goals, aspects of the scientific procedure
covered by the project, and possible future work.
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8.2 Achieved goals

One of the goals of the project was to generate a well documented body of research by publishing
results from the studies on methods conducted in the project. During the project, and including this
report, 15 different scientific publications have been presented. Most international publications are
included in proceedings (see section 2.2.1). The proportion of peer-review journal publications
could have been higher. It has been a matter of balancing resources between running experiments
and publishing scientific documentation. The time needed for acceptation of publication in peer-
review journals is normally higher compared to proceedings and FOI-reports. The consequence of
increasing the number of publications in journals would probably have decreased the number of
experiments. However, it must be emphasized that a peer-review procedure is always carried out
prior to acceptance in proceedings and scientific FOI-reports. This was considered to be a “good
enough” quality assurance of work undertaken by the project.

Another important contribution to the body of research is of course list of references in this report.

The other goal was to create an education package on research methods for officers working in
development projects. The course was given the first time between the fall of 2004 and spring of
2005. The students performed well (7 of 8 students were graduated with excellence grades). A
compilation of the studies performed by the students is published in Wikberg, Strangert, &
Danielsson (2005a). The students feed-back on the course have been very positive. The evaluation
of the first course is published in Wikberg, Strangert, & Danielsson (2005b). The students of the
first course have also been requested as resources to different experimentation activities, for
example the SAF demonstrator program and the NATO Viking -05 exercise.

A second run of the course is planned to start in the spring of 2006.

8.3 Modeling of experimental design

We argue that our approach to use modeling as a mean for conducting the problem analysis seems
to work well. End users and other system experts can be engaged in the work of defining the
research design without the procedure being to time-consuming.

However, the tools used to support the modeling process need further development. Products from
the modeling of research design, such as instruments of measurements, should be operationalized
and tested in practice as soon as possible. For example, instead of making a prototype of a
questionnaire in MS word, the prototype should be constructed directly in digital questionnaire
software (see section 6.4.1). This will enable an immediate testing of the questionnaire design. The
same principle should also be applicable for other kinds of instruments of measurements such as
system registrations or observer protocols. A related issue is to enhance the possibility to conduct
the modeling with a minimum of face-to-face meetings in order to optimize the use of resources.

Another experience of the project is that participants of the modeling should be assigned roles in
accordance with their competence in the context of a scenario. A study (Holmstréom, 2003) have
shown that in modeling participants assigned with such a role, the participants knowledge also
contribute to the final result in a significantly higher degree. Thus, an interaction structure based on
roles would make modeling sessions more efficient, and would be the preferred strategy when
modeling complex systems.
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We also argue that the notion of “discovery experiments” by Alberts & Hayes (2002) is somewhat
unfortunate. They make a distinction between ’discovery experiments’, ’hypothesis testing
experiments’ and ’demonstrations’. Discovery experiments refer to the initial exploration of an
unknown area. Hypothesis testing experiments are the classic type used by scholars to advance
knowledge by seeking to falsify specific hypotheses or to discover their limiting conditions.
Demonstrations are the illustration of a known fact or effect comparable to a teacher demonstrating
a known law of physics. However, our experience is that the term ’discovery experiments’ is often
used as an excuse for “sloppy” experimentation based on an argument of the type of “We don’t
know enough so we just do something and see what happens”. In practice that often means to skip
the problem analysis. We argue that this is a major mistake in experimentation. It is also a
misinterpretation of Alberts & Hayes intentions (2002) of the nature of the discovery experiment.
They specifically point out the need of a model to guide experimentation:

“Failure to develop an explicit model of the problem and processes under study also
makes it very difficult to run a successful experiment or campaign of experimentation.
The approach that, “we’ll try it and see what happens,” almost invariably means that
the experimentation team will have an incomplete or erroneous data collection plan.
As a result, they will have a very difficult time generating meaningful empirical
findings. Even discovery experiments should be supported by a simple model of what
the team believes is important and the dynamics they expect to observe™ (op cit pp. 13-
8).

As mentioned before, a basis for our approach to the problem analysis has been to define the
clients’ “best guesses” as hypotheses. Alberts & Hayes (2002) suggest the use of propositions
instead of hypotheses in discovery experiments “because the level of knowledge is not yet mature
enough to state the problem as formal hypotheses” (op cit pp. 6-2). However, this distinction
between propositions and hypotheses is vague. A practical development project should be able, at
least to some extent, to define the “best guesses” of what to expect as a result of their work. It is
hard to imagine a developmental project that is unable to formulate such hypotheses even early in
the project. If not, it might be an indication that the project has a lack of focus. To label these “best
guesses” propositions or hypotheses are in practice merely a semantic matter. In the worst case, it is
used as another excuse to skip the problem analysis.

8.4 Test environments

We have explored a variety of test environments mainly focused on the middle ground of the “space
of test environments” illustrated in the model suggested by Gist, Hopper, & Daniels (1998)
presented in chapter 5 (figure 5:1).

The results from our studies indicate that the use of commercial computer software has proven to be
promising as a low-cost substitute to real military exercises. The difference in level of investment
between a commercial product and tailor-made software or real exercises are substantial. Another
major advantage is the insignificant need of system maintenance as new products continuously
enter the market. The low cost also makes it possible for every type of unit to choose among a set of
simulated environments in different software, thus tailoring the simulation to the purpose and nature
of the test or exercise. As our experiments on PC games indicate, the environment is good enough
as a simulator for hypothesis testing. Thus, combining simulated battle in commercial software with
the use of real C2 systems is recommended as an effective and realistic enough resource setting for
research on C2. As a final note, we would like to stress that we have not explored the use of
commercial computer software as a tool for training. Thus, we recommend cautiousness before
generalize our finding to use PC software for training.
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Another conclusion rises from the fact that exercises in an experimentation campaign are often used
for several different, sometimes conflicting, purposes. Large scale exercises often have to be
adjusted in relation to the planned execution. Changes in scenario and procedures might of course
corrupt the experimental design unless they are a part of the design. As the action research tradition
is based on planned change, our experience is that this tradition is often the most applicable
approach in large-scale experimentation when using an experimental strategy. Note that the
recommendation is only valid in case it is possible to implement changes during a series of
experimental runs within an exercise, such as during a demonstrator exercise. If a case-study
approach, where an experimental strategy is to be used, the exercise must have a prioritized focus
on experimentation with a minimum of changes of conditions. To adjust to this problem, we
recommend a combination of data collection in larger settings and smaller case studies as described
in case 7A. If an observational strategy is used both case studies and action research is applicable.

8.5 Data collection

We have explored network-enhanced technology to enable the compilation, processing, and
analysis of data during ongoing exercises. As a result, vast amount of data collected during an
experimental exercise must be filed, retrieved, and analyzed. The task of finding the right data in an
overwhelming data set might of course be time consuming. We have used the data matrix, described
in section 6.3, as a prototype to link the measurement model with collected data. We have also
made some initial work together with the MARULK project on a tool to make the connection
between hypotheses, data, and conclusions traceable (see figure 8:1). Problems concerning data
analysis have not been fully covered by this project but we recognize the need of development of
this area. The primary problem does not concern the theoretical considerations of data analysis such
as statistical methods. The problem is the rather pragmatic issue to avoid being overwhelmed by the
vast amount of data.

Another major restriction is bandwidth on the local network which limits the possibility to have
“on-line” access to streaming data. The data collection strategy must be “selective” in order to
optimize the use of available resources. To use predefined measures based on the measurement
model is the principal strategy to address this problem. Another methodological solution is to use
designated observers to locate relevant data. The observers use a network connected observation
tool which in time and space pin-points relevant events. This tool is not yet fully functional but
initial studies have been undertaken.

Finally, we would like to stress that even if data collection is digitized, the need of control for
reliability and validity of data is even more present. For example, unforeseen flaws in data
collection software might severely corrupt data. Precision and rigor in experimental control is as
relevant as ever.

8.6 Feedback of results

In chapter 7 we have suggested a process of feedback of results from experimentation divided into a
number of phases. Each phase calls for different feedback products and services. We argue that the
suggested feedback process will enhance the dialogue between analysts and clients. It will be easier
to define the nature of the feedback product or service depending on the phase in the
experimentation cycle. This makes it easier to avoid work that does not correspond to the need of
the client. A summary of the suggested feedback phases are presented in table 8:1.
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Only parts of the suggested model have been tested during the course of the project. Especially, the
“during experimentation” and “After Action Review” phases has been explored. Our
recommendation is that representatives of the client are integrated in data collection and analysis on
a full time basis during an experiment. The “After Action Review” should be presented to as many
participants as possible. We do not recommend a presentation to a limited selection of participants.
Another recommendation is to avoid presenting the “After Action Review” as a “briefing of facts”.
The core rationale of AAR is the dialogue with participants in order to enhance interpretation of
results and to collect complimentary data.

Table 8:1 Suggested feedback phases in military experimentation

Phases Purpose Examples of feedback productsor
services
During Comparison between conditions. Feedback | 1. Spreadsheets
experimentation | in order to make changes between runs. 2. Database
3. Predefined datasets
4. Refined models
After Action Interpretation of results from 1. Documentation of opinions on
Review experimentation in dialogue with interpretation

participants in order to make proper
conclusions. Collection of complimentary
data.

2. New hypotheses
3. Preliminary results

Post Mission

Analysis of compiled data from AAR and

1. Enhanced testing of hypotheses

Analysis experimentation in cooperation with 2. New hypotheses
domain experts. 3. Testing of hypotheses outside of
the initial plan
Experiment Construction of a report in order to give a | Written documentation or oral
Conclusion final feedback of results from the presentation (Peer-Review paper or

experimentation. in clients organizational

communication channel)

Compilation of experiences from previous
phases to be used as a base for future
interventions and actions.

Lesson Learned Searchable and dynamic database

Plan Planning of interventions and actions Research design (new or revised)
based on experiences from previous
phases (and experiments).

Pre-Action Implementation of interventions and Plan for analysis

Presentation actions trough a presentation to

participants before next experimentation
phase.

One characteristic that should be present in the feedback material is an evident link between the
definitions of the problem to the interpretation of data. Interpretations of data made from a specific
point of view should be obvious. If an earlier experiment has made a specific recommendation, the
documentation should clearly state on which data and assumptions this recommendation is based
upon. Initial studies to define a tool to enhance such documentation have been undertaken by the
project MARULK, which is the implementation of the MIND framework in Swedish Armed Forces
C4I Development centre, LedUtvC. These initial studies have focused on a tool to administer data
related to hypotheses. The prototype of the tool is shown in figure 8.1.
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Figure 8:1. Tool to administer hypotheses.

The tool is based on a procedure which makes a distinction between data reduction, data analysis,
and interpretation of results. Data reduction is the process of obtaining raw scores or characteristics
from the raw data through consolidation, organization, and computing the descriptive statistics or
qualitative characteristics of raw data. Data analysis refers to the computational procedure of
hypothesis testing and estimation — does data support the hypothesis? Interpretation refers to the
process of using the results from the data analysis to judge whether the results answer the research
question and how this answer contributes to the knowledge of the problem domain.

The top window presents the hypotheses or ”best guesses” defined in the measurement model of the
relevant study. The window beneath presents the variables related to the hypothesis in question. In
this case the main variable is creativity which consists of a set of sub-variables. The actual data
sources used to measure these variables are visualized in the window to the far left. In this case, a
number of different questionnaires, observer protocols, and log files were used to measure the sub-
variables of creativity. The purpose of the list of data sources is of course to create links between
the data sources and the raw data in the database. In the window to the right of the data sources,
preliminary results from the analysis of data are documented. In this case, data was mainly analyzed
using the statistical tool SPSS. Finally, the two frames at the bottom are used to document the
discussion during the interpretation phase together with complimentary information.

The idea is that the hypothesis tool will be used to organize and compile important data collected
during experimentation. The compilation constitutes a “mission history” with a traceable link
between hypotheses, data, and conclusions. It also becomes the entrance to the considerably wider
set of data that has been generated during the experiment.

Note that data and results used in figure 8:1 is not taken from an experiment where this tool was

used. The set of data and results are just used for illustrative purpose and was chosen because the
material was documented in English. The case is described in connection to figure 4:6.
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8.7 Future work

We have chosen to focus our work on a few selected issues of experimentation. We have also
chosen a strategy to cooperate with other relevant projects in the C2 domain. These strategic
approaches have had consequences on the outcome of the project.

Data-analysis techniques and procedures are theoretically quite well developed in science and
therefore excluded from the issues focused in this project. Note that we refer to data analysis as the
step between data collection and interpretation, e.g. to statistically process collected data. Even if
there are (or possibly needs of) development in inferential statistics, theories of nonlinear systems,
and computational power of systems it was not judged to be a task for the project. Over time, as
data-collection techniques have evolved, it became evident that this is an important area that needs
to be developed in the future. As mentioned before, the primary problem is to avoid being
overwhelmed by the vast amount of data.

Another area that needs to be looked into is the development of "standard" measures on C2. This
issue has been covered by other projects. Another reason to exclude this from the project was to
accentuate the need of a unique problem analysis before any experimentation. We argue that a
strategy of using the same standardized set of measures in all experimentation on C2 is a dead end.
However, a "library" of measures anchored in relevant theory and carefully operationalized before
every unique run of experimentation might be a valuable tool to support the problem analysis.

The cooperative strategy meant that we have been able to accomplish a relatively large number of
studies. As a consequence, the studied issue has varied between different experimentation activities.
Aiming at developing standard methods for experimentation we found out that this was an advisable
approach. The problems studied in the project include access to real-time information, automated
sensor-information processing, delegation of command and control responsibility, and comparison
of different ways to present a situational picture. However, the different experiments have, as
compared to each other, had a nature of "one shot" trials with the only common theme of being
different methodological problems. Consequently, we haven't been able to create a coherent
experimental campaign on a focused C2 issue. Future work should have such an ambition.

In general, we recommend that the experiences from this project are integrated in other projects
were experimentation is a mean for progress. This is of course especially relevant for projects
aiming at developing C2. As experimentation methods are general in nature, we argue that the
procedures are applicable to other areas as well. Further development of method experimentation
should be an integrated part of the objectives of these projects. We recommend further work in two
different domains:

1) Development of a more extended course on experimentation.
2) Continued methodological and technological development for efficient experimentation in
distributed exercises.

8.7.1 An extended course on experimentation.

The initiated university course gave an introduction to a research method applied to development
activities in the Swedish Defence Force. Our opinion is that the participants have been able put the
theoretical rationale of the scientific method into practice. Compared to ordinary university students
they even have performed better.
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Due to the limited extent of the course it was not possible to cover all aspects of experimentation.
For example, it has not been possible to cover statistical methods. In addition, the course was purely
focusing on methods. No subject fields, such as social psychology or perception, were covered.
However, we believe that an extended course, organized in a similar way, would be of value in
order to enhance the Defence Forces competence on experimentation.

The principles for such a supplementary course have been outlined. The same concept as in the
already initiated course should be used with the students having their own real study assignment to
which they can apply methodological concepts and principles. Teaching should mainly be based on
individual supervision. However, the focus will shift from one experiment to a series of experiments
or an experimental campaign. The extended training on real experimentation will make the students
more able to manage and conduct experimentation rooted in established scientific practice.

An extended course should also have an increased academic ambition. Studies of relevant subject
fields should be mixed with studies on research methods. A completed course should make the
students entitled to begin postgraduate studies. In practice, this will mean an additional career
opportunity for officers interested in development and experimentation.

8.7.2 Methods and technology for experimentation in distributed settings

Development of methods for handling the large set of data produced during exercises and
experiments will continue. Our intent has been to exploit network technologies to make
experimentation more efficient. In general, we have tried to integrate this methodological and
technological development in the MIND system. Development of procedures to administrate massive
sets of data in distributed experimentation can and should be integrated in relevant research and
development projects. As described in section 8.6, work have been initiated for extended
possibilities of data analysis in the MIND system. Other examples of work already or partially in
progress are:

Distributed modeling of experimental design. An ambition for future work is to enhance the
possibilities to model experimental design with a minimum of face-to-face meetings.

Tool to administer hypotheses. As mentioned, initial studies to define a tool to enhance
documentation of results from experimentation with a traceable link between hypotheses, data, and
conclusions have been undertaken. The idea is that the hypothesis tool will be used to organize and
compile important data collected during experimentation. The prototype of the tool is described in
section 8.6 and shown in figure 8:1.

Streamed data. The ability to stream collected data over a network is a future functionality of
central importance. There are still phases in the data-collection process that are carried out
manually. Instead of filing data in local databases and later copy these manually to a central
database, it is more suitable to continuously stream the data. Besides decreased amount of manual
administration, it gives the opportunity to observe and work with data in real time.

Dedicated network for data collection. The use of the ordinary tactical network for data collection
might interfere with the exercise due to limited bandwidth. For selected development environments,
such as FM LedUtvC, a planned solution is to create a parallel network dedicated for data
collection. An alternative is to expand the existing network to Gbps capacity.

Configurable data sour ces. Large scale experimentation involves more components such as units,
staffs, individuals, and computers, than what has traditionally being handled. To manually equip
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each component with measurement instruments becomes problematic. Initial tests of network
solutions for managing some measurement instruments, registration of voice communication, and
logging of computer interfaces have been conducted. These solutions will be developed further to
enable the administration of a wider set of data sources.

Object related events other than positions. Many object related events concerning individuals
and units other than positions might be of interest in experimentation. Examples of such data are
combat value, status, fuel, and ammunition. However, the number of object-related events possible
to register has so far been limited. Our ambition is to expand this repertoire to be able to handle
more types of object-related events.

System interaction. In a modern C2 system, events occurring in a number of technical systems
might be of interest to register, e.g. registration of system failures. We will explore the possibilities
and restrictions of using this kind of data in experimentation.

C2-process events. MIND has traditionally focused on the reconstruction of objective and concrete
courses of events. As a complement, there is a need to be able to visualize more abstract processes.
As of today, process-related events can only be presented in text. In a near future, a component of
MIND will be developed to presents dynamic-process events. In the component model of, for an
example, a planning process, a model could be presented where data on empirical events are linked
to certain sub-processes of the model.

Extended tools to administrate data on communication. Channels of communication has
changed and increased in recent years. Examples of ways for communication implemented in new
C2 systems are text-chat, voice-chat, order-tools, e-mail, etc. In a network setting, everyone can
connect to everybody else for communication, and this is the great challenge in compiling and
processing communication data; i.e. to connect sender and receiver of each communication event.
MIND has originally been developed to handle radio communication. Consequently, a more
dynamic representation of communication is needed. All communication is now administrated in
the same way even though there are many ways of communicating. The development of more
powerful tools for processing communication data, for example to merge and divide groups of
individuals, has also begun.

Window for non time-stamped data. MIND has traditionally supported non time-stamped data
rather inadequately. Data from questionnaires, interviews, AAR, and other non time-stamped
observations are important to include in documented mission histories. New components are being
developed to enable the presentation and linking of this type of data to other data collected during
an experimental exercise. One solution under development is to create links between different data
using the Metadata tool (Albinsson et al., 2004). By clicking on a note in the Metadata tool, for
example a note concerning situational awareness, references to different data relevant to problems
concerning this issue are presented.
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