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1 Background  
1.1 Introduction 
In Sweden there is an on-going development of the Armed Forces where the goal is the abil-
ity to execute operations more quickly and flexibly than today. For a long time, the Armed 
Forces were a large organisation. However, for a defence that is to be effective today and in 
the future, what counts is not so much quantity as the ability to execute operations quickly 
and flexibly. The way chosen for the development of the Swedish Armed Forces is accord-
ing to the concept of Network Based Defence. In order to achieve the Network Based De-
fence concept, the requirements on the communication networks have substantially in-
creased. For instance, the distribution of situation awareness data, which is likely to be a pri-
oritised service, will lead to an increased data flow within the command and control system. 
A high capacity tactical mobile radio network, with ad hoc functionality, capable of convey-
ing mixed services and applications, and the ability to support varying stringent quality-of-
service demands, is an essential enabler for the NBD concept. In the future many operations 
will be joint, with different combat arms working together and/or combined, with different 
nations involved. In addition the communications with civilian authorities and humanitarian 
organisations are also important. The need for reliable communications with parties outside 
the own organization is great. In order to have reliable communications it is important to be 
able to analyse effects of intersystem interference. Known factors that increase the risk of 
intersystem interference are for example; more electronic systems on a platform, unpredict-
able co-location situations, combined and joint operations. In the future Armed Forces many 
of these risk factors can be found [16]. Hence, the problem of intersystem interference is 
now more important to handle than ever. Existing state-of-the-art analysis methods for in-
tersystem interference in wireless services are often based on algorithms for analog sys-
tems, modified with simplified algorithms to analyse the impact on digital communica-
tion receivers. The underlying algorithms for analog systems require detailed informa-
tion of the systems analysed. System parameters not specified in the system specification 
are assumed to be determined by additional measurements. These kinds of measurements 
are normally very expensive to perform and therefore the needs for new analysis meth-
ods that do not need such detailed information have been recognized [16]. Furthermore, 
existing methods are focused on the single transmission/ receiver link level. In existing 
algorithms, the intersystem-interference analyses of digital systems are based upon the 
simplification that all interference signals are treated as if they were additive white Gaus-
sian noise (AWGN). One drawback with this simplified approach is that the waveform 
of an interference signal can dramatically affects the impact on a digital system. Unfor-
tunately, for some interference signals, this approach significantly underestimates the 
impact on a digital communication system [4]. The rapid development within the area of 
digital communications has given an increased variety of system parameters that an 
analysis tool must be able to handle. The development of analysis tools for intersystem-
interference analysis has not been fast enough to handle all new digital systems in an-
other way than with simplified models. This phenomenon is schematically illustrated in 
Fig. 1.1. Furthermore, existing analysis methods are designed to analyse static scenarios 
both in space and time, i.e. the analyses are performed for a limited amount of interfer-
ence-victim combinations. Typically, 
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Figure 1.1: A schematic view showing that the capacity to handle the increasing amount 
of system parameters is to low in existing analysis tools for intersystem interference. 
 
the final result is obtained by worst-case assumptions where the simultaneous impact 
from different interference sources is considered. This means a situation that is statisti-
cally unlikely to occur. In summary, the current situation of traditional intersystem-
interference analysis tools is that 
 

• present methods/tools for intersystem-interference analyses are based on algo-
rithms for analog systems, modified with simplified algorithms to analyse the 
impact on digital communication receivers. These simplified methods that not 
consider the interference waveform properties are widely used, 

• the analyses are done for static scenarios in space for a limited number of trans-
mitters and receivers. The focus is on the transmission/receiver link levels and 
the final result is obtained by worst-case assumptions where the simultaneous 
impact from different interference sources is considered, 

• in present methods the underlying models for analog systems require detailed 
knowledge of system parameters. 

 

In a dynamic network scenario, the intersystem-interference analyses cannot be per-
formed in advance for a limited number of static cases. This is because the number of 
potential intersystem-interference cases will be too large, almost infinite. Furthermore, 
the necessary intersystem-interference analyses must include the total actual interference 
environment, i.e. not only the known intentional/unintentional transmitters. The intersys-
tem-interference analyses must be done on line for each case. This means that all kinds 
of background interference will affect the result of these analyses for a certain system. 
Since the analyses must be done on line, no detailed information, such as system specifi-
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cation parameters, of the actual interference signal will be available. The analyses will be 
based on some kind of more or less simple measured value of the total interference at the 
moment. Thus, reliable analysis methods based on a reduced number of interference-
signal parameters must be available. Consequently, several major evolutions of present 
analysis methods for intersystem interference are needed: 
 

• Intersystem interference analysis methods for on-line (on-demand) use must be 
developed to handle dynamic changes both in space (physical location) and time. 

• Analysis methods for a reduced number of in-going system parameters must be 
developed. 

• Analysis methods that can aid the prediction of consequences on a higher system 
level and for human factors are needed. 

 
One parameter proposed is the so called “interference temperature” which has been pro-
posed by the Federal Communications Commission (FCC) [2]. The interference tem-
perature is simply a measurement of the total RF power generated by undesired emitters 
plus noise sources that are present in a receiver system per unit bandwidth. More specifi-
cally, it is the temperature equivalent of this power measured in units of “Kelvin” (K). 
One difficulty with such approach is that the interference impact on modern digital 
communication systems from an interference signal does not only depend on the power 
but also on the actual waveform of the interference signal. Thus, only using the power of 
an interference signal to determine the impact on a digital communication system, can 
give large errors in terms of interference impact. In this report we investigate the inter-
ference-temperature concept to see if it is useful in a future computer-based tool for in-
tersystem-interference analyses. We propose a quality measure of the interference tem-
perature approach which makes it possible to adjust for the interference-waveform prop-
erties so that the measured total interference power can be used as the desired decision 
metric in future applications. This opens the possibility to use simplified models of the 
intersystem interference when the consequences on dynamic wireless networks are to be 
determined. 

1.2 Scope 
This report summarizes the work performed in order FMV 281273-LB673859, 2005-05-
03, issued by Leif Junholm at the Swedish Defence Materiel Administration, Center of 
Expertise in Sensors & Telecommunications. The work performed within this order is a 
continuation of the work presented in [16]. The overall purpose with the different sub-
tasks in this order is to provide further knowledge useful for the development of a new 
computer-based tool for intersystem-interference analyses. These subtasks represent a 
selected amount of important questions that have to be answered to support the coming 
specification work of the new analysis tool. 
 

1.3 Outline 
 In chapter 2, the so called Interference Temperature concept is evaluated on a communi-
cation link level. It is shown that for pulsed interference, a correction factor is conven-
ient to use in order to decrease the errors introduced if only the interference-signal power 
is used as input to a Gaussian approximation. In chapter 3, it is investigated how the er-
rors introduced on link level affects the results at the network level for a situation aware-
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ness service. In chapter 4, the impact of intersystem interference on trust in a situation-
awareness service is investigated. It is shown that intersystem interference can have large 
impact on the operators trust in certain situations. In chapter 5, the possibility to use 
OPNET Modeler as a basis for a new intersystem-interference analysis tool is investi-
gated and it is concluded that this is possible if simplified models of the intersystem in-
terference on platforms can be used. In chapter 6, the publications within the project are 
listed. The conclusions are summarized in chapter 7 and suggestions for further work are 
given in chapter 8. 
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2 Interference Temperature and link analyses 
2.1 Background 
The emerging Software Defined Radio technologies will be an enabler for a new genera-
tion of dynamic flexible wireless systems. It will also open up the possibility of allocat-
ing frequencies in a more dynamic way than today. From an EMC point of view this can 
cause unforeseen interference problems to occur due to the increased complexity in such 
future applications. In a dynamic spectrum allocation context, a measure indicating 
whether or not a frequency band is possible to use from an electromagnetic interference 
point of view, must be found. The Federal Communications Commission (FCC) has pro-
posed a measurement of the total interference power within the receiver band, expressed 
as noise temperature (interference temperature), as a practical decision metric for this 
problem. One difficulty with such approach is that the interference impact on modern 
digital communication systems from an interference signal does not only depend on the 
power but also on the actual waveform of the interference signal. Thus, only using the 
power of an interference signal to determine the impact on a digital communication sys-
tem, can give large errors in terms of interference impact. In this report, however, we 
introduce a quality measure of the interference temperature approach which makes it 
possible to adjust for the interference-waveform properties so that the measured total in-
terference power can be used as the desired decision metric in future applications. 

2.2 Introduction 
The background of the Electromagnetic Compatibility (EMC) area may be found in the 
1920s, when broadcasting services started to reach the general public. Quite soon it be-
came evident that control of the generation of electrical noise and similar man-made dis-
turbances was essential in order to guarantee a good quality of the new broadcasting ser-
vices. However, imposing limitations on electrical equipment and household appliances 
could cause trading problems if different countries applied significantly different norms. 
This problem was soon realized on national levels, which led to the foundation of the 
International Special Committee on Radio Interference (CISPR). The International Elec-
trotechnical Commission (IEC) and the International Telecommunication Union (ITU) 
were cofounders [1]. The first standard produced was at a national level when the BS613 
(1935) concerning components for radio disturbance suppression devices was published 
in England. In 1937, the BS727 concerning characteristics of an apparatus for measuring 
of radio disturbance was published. This standard had a major impact on the standardiza-
tion work within CISPR. Since then, the EMC area has however been undergone tre-
mendous growth with the birth of a large amount of sub areas. Today the EMC area is a 
well-established engineering and scientific domain all over the world. However, current 
emission standards and interference-avoidance policies are still based on knowledge and 
principles of the impact on analog services from electromagnetic interference. In the near 
future it is highly probable that radio interference issues once again will lead to a rapid 
evolution of some research domains within the area of EMC. One such domain is closely 
related to the on-going development of dynamic flexible wireless networks, or software 
defined radios (SDR) based on software communication architectures. SDR is a key ele-
ment in the design of future wireless networks providing a lot higher level of flexibility 
than today. One development path within SDR is Cognitive Radios (CR). Cognitive Ra-
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dios are “smart” radios that easily adapt to their operating environment, seizing spectrum 
bandwidth whenever it becomes available.  
 
Existing methods for intersystem-interference analyses are focused on single wireless 
transmission/receiver links but in the future methods to predict and analyse effects on 
higher levels in the networks and systems are needed. Furthermore, methods to perform 
some of these analyses on line in dynamic flexible wireless systems must be developed. 
We are here facing the problem of dynamic interference control or dynamic interference 
avoidance. A key issue in future dynamic and flexible wireless applications is the ability 
to consider the total electromagnetic interference within the receiver band of the wireless 
communication system. Methods considering the total interference environment must be 
developed for instance in order to allocate frequency spectrum dynamically on demand.  
The Federal Communications Commission (FCC) has initiated activities to examine a 
more quantitative approach to spectrum management with the goals of providing radio 
service licensees with greater certainty regarding the maximum permissible interference 
present in the frequency bands in which they operate. Furthermore, possibly allowing 
more opportunistic access to the spectrum by unlicensed devices. The FCC has released 
a Notice of Inquiry and Notice of Proposed Rulemaking [2] seeking to use an "Interfer-
ence Temperature" model for quantifying and managing radio frequency interference. In 
contrast to the Commission’s current method, which is based on transmitter operations, 
the interference temperature metric focuses on the actual Radio Frequency (RF) envi-
ronment surrounding receivers. Under this approach, new devices would be permitted to 
operate in a band if their operation does not cause overall emissions in the band to ex-
ceed a pre-set limit. One difficulty with such approach is that the wave form, not only 
the power, of an interfering signal can significantly affect the performance of a disturbed 
system. This is a well-known result in earlier intersystem-interference research.  
 
In this report, however, we introduce a quality measure of the interference temperature 
approach which makes it possible to adjust for the interference-waveform properties so 
that the measured total interference power can be used as the desired decision metric in 
future applications. We show that it is possible to relate the Impulsiveness Ratio, of an 
interference signal, to the error introduced only using the total interference power in per-
formance estimations on digital communication systems. An Impulsiveness Correction 
Factor (ICF) is introduced and proposed as a quality measure for the approximate 
method of the interference temperature. It is shown that with this ICF it is possible to use 
the total interference power as a decision metric and correct for the performance errors 
introduced.  

2.3 Digital Communication systems and pulsed interference 
The performance of a digital communication system subjected to periodic pulsed inter-
ference is analyzed in [5] for pulses with a pulse width less than the symbol time of the 
digital communication system. In Fig. 2.1 the BEP as a function of the signal-to interfer-
ence ratio (SIR) is shown for different pulse repetition frequencies (RS is the symbol rate 
of the digital communication system). The modulation scheme in Fig. 2.1 is Binary 
Phase Shift Keying (BPSK). The SIR is the ratio of the symbol power and the interfer-
ence power within the bandwidth of the digital communication receiver. The signal-to 
noise ratio (thermal receiver noise) is 12 dB in this figure. The BEP for the pulsed inter-
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ference is compared to the BEP for Gaussian noise (Additive White Gaussian Noise, 
AWGN). The modulation scheme in Fig. 2.1 is Binary Phase Shift Keying (BPSK) The 
SIR is the ratio of the symbol power and the interference power within the bandwidth of 
the digital communication receiver. The signal-to noise ratio (thermal receiver noise) is 
12 dB in this figure. The BEP for the pulsed interference is compared to the BEP for 
Gaussian noise (Additive White Gaussian Noise, AWGN). As seen, the BEP for pulsed 
interference differs from the BEP caused by the AWGN. However, the largest difference 
in SIR for a constant BEP is 7.5 dB for a shift in pulse repetition frequency fp with one 
decade. The analytical proof for this is shown in [2]. In [5] it is also shown that this be-
haviour is true even for other digital modulation schemes. From Figure 2.1 it is obvious 
that only using the interference power to predict the  
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Figure.2.1: Pulsed sine wave versus Gaussian (AWGN) interference on digital commu-
nication systems if the disturbance-pulse width < symbol time of the communication sys-
tem. 
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Figure. 2.2: Pulsed Gaussian (AWGN) interference on digital communication systems if 
the disturbance pulse width > symbol time of the communication system. 
 
impact on a digital communication system can give large errors since the impact is 
strongly dependent on the waveform properties of the interference signal. These errors 
can be in the order of several magnitudes or up to a factor 10000 with respect to esti-
mated BEP. If the pulse duration is greater than the symbol time of the digital communi-
cation system, the expression for the bit error probability is considerably easier to derive 
since we can model the situation as a two-state model where one state is when the inter-
ference pulse is present and one state is when we only have thermal receiver noise pre-
sent. The bit error probability Pb for BPSK will be 
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where is the energy per data bit and  is the single-sided power spectral density 
[W/Hz] of the internal noise level in the receiver. As seen in Figure. 2.2, equation (1) 
will also give a 7.5 dB shift when the pulse repetition frequency is shifted one decade. 
The difference for pulse widths > symbol time is that the BEP curves for the different 
pulse repetition frequencies are horizontally shifted a few dB compared to the curves for 
smaller pulse widths.   
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2.4 The impulsiveness correction factor (ICF) for pulsed interference 
 
A well-known measure of the impulsive properties of noise is the Impulsiveness Ratio 
(IR) [6]. The impulsiveness ratio IR is defined as 
 
 

                                                           
averageV

V
IR RMSlog20= ,            [dB]                                    (2.2) 

 
where  and are the root-mean square and time average values of the envelope 
of the output of the IF (Intermediate Frequency) filter of a measurement receiver. For 
periodic pulses with pulse repetition frequency  passed through an IF-filter with band-
width W

RMSV averageV

pf
IF, the IR is [19] 

                                                               
p

IFlog20
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W
IR = .                [dB]                             (2.3) 

 
By inspection of Figure 2.1, the ICF can approximately be expressed as 
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By using the common approximation SIF RW ≅  we can combine equation (2.3) and (2.4) 
so that 

                                                         IRICF
4
34 +−≈ ,      [dB]                                    (2.5) 

 
Thus, by knowing the Impulsiveness Ratio we can determine how much, in terms of SIR, 
the measured interference signal differs from a Gaussian distributed signal causing the 
same bit error probability at the victim, see Figure. 2.3. It should be noted that the inter-
ference power measurements should be done with the same bandwidth as the digital 
communication system of interest. Applying Equation (2.5) even for pulse widths > 
symbol time will introduce an error in SIR in the magnitude of a few dB. However, if 
one are looking for a simple rough correction this will reduce the error in BEP from sev-
eral magnitudes to about one magnitude, despite this error in SIR. Thus, even in this case 
a considerable improvement is gained. 
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Figure 2.3: How the ICF can be used to adjust the interference temperature measure-
ment to the corresponding value for a Gaussian noise interference signal.  
 

2.5 Digital Communication systems and mixed interference signals 
The performance of a digital receiver has been investigated for different types of inter-
ference signals. The communication system use binary phase shift keying (BPSK) and 
the interfering signals are pulsed signals, modulated signals or a mix of these. Simula-
tions have been performed in Matlab. To limit the simulation time the simulations are 
aborted when a bit error rate of about 10-6 is reached. All signals are simulated with 10 
samples per bit time. The signal to noise ratio (SNR) is 12 dB.  
 
In Figure 2.4 the bit error probability (BEP) from simulations with different kinds of 
pulsed signals is shown. Three different kinds of pulsed interfering signals are simulated; 
a signal with periodic pulses and positive real amplitude, a periodic pulse with random 
phase and a pulse with random arrival time and random phase. All the pulsed signals 
have a pulse duration, Tp, of 10 % of the bit time, Tb. The periodic pulses in the figure 
have a pulse repetition time, Tr, of 100 times the bit time, whereas the pulsed signal with 
random arrival times is modeled as a Poisson process with rate 1/Tr. In the case of pulses 
with random arrival time the pulses can overlap each other. In Figure 2.7 the pulses with 
real amplitude yield the highest BEP since they are assumed to have the same phase as 
the communication signal.  

Measured SIR Corresponding SIRG

ICF 

Impulsiveness Correction Factor (ICF) 
The ICF tells us what SIRG our measured 
SIR corresponds to, in terms of bit error 
probability,  if the interference signal was 
Gaussian noise (AWGN). 

Error in BEP 
If the ICF is 
not used 
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Figure 2.4: BEP for different kinds of pulsed signals. 

 
In Figure 2.5 the impact of pulses with different pulse repetition times are shown. The 
results from the simulations are comparable with the analytical curves in Figure 2.1. The 
simulated pulses have random arrival time and a random phase. For low SIR values the 
BEP reaches a maximum that depends on the pulse repetition time for the pulsed signal, 
i.e. when a pulse is present in a bit the probability of an error is ½ and the maximum 
BEP is hence given by ½/Tr (valid if the pulse duration is shorter than the bit time). This 
behaviour can be seen in Figure 2.5 as different plateaus for the maximum BEP depend-
ing on the different pulse repetition times. For high SIR values the BEP depends only on 
the SNR value and hence only on the noise and the type of interference does not matter.  
 
When approximating the pulsed signal the most important region is when the interfer-
ence is not so strong that it yields the maximum BEP but still have an influence on the 
BEP. In Figure 2.5 it can be seen that using the AWGN approximation for a pulsed sig-
nal, when the BEP from the AWGN approximation is lower than the maximum BEP for 
the pulsed signal, yields an underestimation of the BEP. The size of the underestimation 
depends on the pulse repetition time of the pulsed signal and the largest difference in 
BEP performance from the AWGN-approximation is for the pulse with the largest pulse 
repetition time. The impact of an interfering BPSK modulated signal is also shown in 
Figure 2.5 as a reference. The BPSK modulated interfering signal is assumed to not be in 
phase with the communication system and hence have complex amplitude. The BEP for 
the BPSK signal is overestimated by the AWGN approximation if SIR is over 0 dB. 
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Figure 2.5: Bit error rate for different kinds of interfering signals. 

 
Signals that consist of a number of pulsed signals have also been simulated. The power 
of the interference is equally divided between a number of independent pulsed signals. 
The interfering signals are pulsed signals with random arrival time according to a Pois-
son process with rate 1/Tr. All the combined signals have the same pulse repetition times, 
Tr = 100·Tb. The BEP performance is shown in Figure 2.6. 
 
In Figure 2.6 it can be seen that the biggest risk of underestimating the BEP with the 
AWGN approximation is for the case when only one pulsed signal is present. The BEP 
curves differ the most from the AWGN performance for the cases with few interfering 
signals that share the energy. When the interfering signal constitutes of many pulsed sig-
nals the BEP performance is more like the performance from AWGN.   
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Figure 2.6: BEP for signals consisting of a different number of pulsed signals. 

 
A mixed signal consisting of a BPSK signal and a pulsed signal is also investigated. The 
effects of the distribution of the total signal energy are investigated, i.e. the both signals 
have the same energy (half of the total each), the BPSK signal have ¾ or ¼ of the total 
energy.  
 
In Figure 2.7 the BEP for different interfering signals is shown. The BEP performance is 
shown for an interfering BPSK modulated signal and a pulsed signal with a pulse dura-
tion that is 10% of the bit time and a pulse repetition time of 100 times the bit time. In 
the figure the performances for the mixed interfering signals are also shown. The pulsed 
signal have a BEP behavior that differs most from the AWGN approximation. When the 
BPSK part of the mixed signal is ¼ the performance differs only slightly from the pulsed 
signal except for low SIR values. When the BPSK part of the mixed signal increases the 
BEP curve gets closer to the performance from AWGN. This is in accordance with that 
the BEP from an interfering BPSK signal is lower than the BEP from an interfering 
pulsed signal for the same SIR for intermediate SIR values. For low SIR the resulting 
BEP is higher for an interfering BPSK signal than for a pulsed signal. This effect can 
also be seen in Figure 2.7 for low SIR values where the BEP performance is dominated 
by the BPSK part of the signal. However, for intermediate SIR the pulsed signal have a 
large impact on the BEP performance even when the BPSK part of the signal is ¾.  
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Figure 2.7: BEP for signals mixed of a pulsed signal and a BPSK modulated signal.  

 
2.6 The impulsiveness correction factor (ICF) for mixed interference 
In this section the use of the impulse correction factor (ICF) for different types of inter-
ference is investigated. The impulsiveness ratio (IR) can be calculated with equation 2.3 
for a pulsed signal and the corresponding ICF can be calculated with equation 2.4. These 
calculated values for the pulsed signal are hereafter referred to as theoretical values. The 
IR and ICF can also be estimated from signals according to equations 2.2 and 2.5. From 
the BER curves for different types of signals a “desired” ICF value can be determined, 
see for example the ICF in Figure 2.3.  
 
The ICF for a signal can be estimated using the average- and RMS-value of the signal 
using equation 2.2 and 2.5. The ICF is estimated in the receiver after the signal is inte-
grated over a bit time. The ICF where estimated for sequences of length 100 000 bits and 
with 10 samples per bit.  
 
The IR and ICF values for different types of pulsed signals are shown in Table 2.1. The 
theoretical values are calculated from equations 2.3 and 2.4. The estimated values for the 
both types of periodic pulses, with positive real amplitude or random phase, show a very 
good agreement with the theoretical values. When the arrival of the pulse is random the 
estimates of the IR and ICF have a larger variance but show a good agreement with the 
theoretical values, especially for the cases with large pulse repetition time.  
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Table 2.1: Theoretical and estimated IR and ICF values for different pulsed signals.  

Periodic pulse Random arrival 
time Theory 

Random phase Positive real am-
plitude Random phase Tr/Tb

IR 
(dB) 

ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

1 0 -4 0.00 -4.00 0.00 -4.00 2.68 -1.99 
10 10 3.5 10.00 3.50 10.00 3.50 10.34 3.76 
100 20 11 20.00 11.00 20.00 11.00 20.26 11.19 

 
The ICF can have negative values but should not be used in these cases, since there is 
seldom a need for correcting the SIR value for the AWGN-approximation to a higher 
value. Hence, the ICF of -4 for the pulsed signal with Tr = Tb should not be used as a cor-
rection; compare with the BEP curve in Figure 2.5 where the desired correction is about 
+2 dB.  
 
In Table 2.2 the IR and ICF values are given for signals consisting of many pulsed sig-
nals. The pulsed signals have random phase and random arrival time. The ICF is plotted 
as a function of the number of pulsed signals in Figure 2.11. The ICF values are higher 
for signals consisting of pulses with long pulse repetition time. The ICF is lower for sig-
nals consisting of many pulses and the decrease is quite large when comparing the ICF 
for one pulsed signal with a signal consisting of 10 pulsed signals. From the BEP plot in 
Figure 2.6 desirable ICF values are estimated and plotted as dots in Figure 2.11. When 
the number of pulses is large the difference between the desired and actual ICF-value is 
to large for the use of the approximation. However, for the case with many interfering 
signals the need for an approximation is smaller since the BEP curve is more AWGN-
like, see Figure 2.9. When the number of interferences is small the ICF is a good correc-
tion factor.  
  
Table 2.2: Estimated IR and ICF values for signals consisting of a different number of 
pulsed signals. 

2 pulses 5 pulses 10 pulses 50 pulses 
Tr/Tb IR 

(dB) 
ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

IR 
(dB) 

ICF 
(dB) 

1 1.64 -2.77 1.18 -3.11 1.10 -3.17 1.06 -3.21 
10 7.59 1.69 4.47 -0.65 2.69 -1.98 1.19 -3.11 
100 17.04 8.78 13.11 5.84 10.36 3.77 4.46 -0.65 
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Figure 2.8: ICF as a function of number of pulsed signals with random phase and arrival 
time.  
 
ICF-values estimated from signals consisting of a BPSK-signal and a pulsed signal are 
given in Table 2.3. When comparing the ICF-values here with the ICF values for signals 
containing one pulsed signal it is clear that the BPSK part have a large influence on the 
ICF measure even when the BPSK part of the signal is quite small. This can also be seen 
in Figure 2.9 where the ICF is shown as a function of the BPSK part of the mixed signal. 
When the value on the x-axis is zero the signal only consist of a pulsed signal and when 
the value is one the signal is a BPSK modulated signal. The curves represent different 
pulse repetition times for the pulsed part of the signal. The ICF decrease rapidly when 
the BPSK part is increasing from 0. Desired correction factors estimated from Figure 2.7 
are shown as stars in the figure together with similar results from simulations with other 
pulse repetition times not shown in this report. The difference between the desired values 
and estimated is large for the mixed signals.  
 
Table 2.3: Estimated IR and ICF values for signals mixed of a pulsed signal and a BPSK 
modulated signal.  

25 % BPSK 50 % BPSK 75 % BPSK Tr/Tb IR (dB) ICF (dB) IR (dB) ICF (dB) IR (dB) ICF (dB) 
1 1.21 -3.09 0.90 -3.32 0.50 -3.63 
10 2.87 -1.85 1.30 -3.03 0.47 -3.65 
100 4.69 -0.48 2.24 -2.32 0.84 -3.37 
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Figure 2.9: ICF as a function of the BPSK part of the mixed signal. 

 
It can also be noted that the ICF for a mixed signal are below 0 even when only a rela-
tively small part of the signal is BPSK modulated.  
 

2.7 Conclusions 
The possibility of using the ICF for different kinds of interfering signals is studied. The 
ICF correction factor is derived for a pulsed signal and it is interesting to evaluate the 
validity for different kinds of pulsed signals as well as other kinds of interfering signals. 
The ICF correction factor is useful for different kinds of pulsed signals, such as periodic 
pulses with real amplitude or random phase as well as pulsed signals with random phase 
and arrival time.  
 
For signals consisting of several pulsed signals the ICF correction factor is too low when 
the number of signals is large. However if the ICF is positive the result from using the 
correction is always better compared to not using it. When a pulsed signal is mixed with 
a BPSK modulated signal, the ICF is too affected by the BPSK part of the signal and 
hence yield a correction factor that is lower than desired.   
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3 Interference Temperature and Network Analyses  
3.1 Introduction 
Traditionally the consequences from intersystem interference are often analyzed at link 
level, in terms of signal to noise ratio or bit-error probability in the receiver, see chapter 
2. However, with the development of new flexible radio systems it has been increasingly 
important to be able to analyze the effects of intersystem interference on higher system 
levels. Since the performance on an individual link might no longer be the determining 
factor for the quality that the operator experiences it is important to be able to estimate 
the impact of the intersystem interference on a network, and the services the network 
supports [16]. 
 
To illustrate the effects of intersystem interference on an ad hoc network we study how 
the distribution of Situation Awareness (SA) information is effected by the intersystem 
interference in a tactical scenario.  To get better statistical base for our conclusions we 
also investigate how the network connectivity and throughput is affected by different lev-
els of intersystem interference for a large set of random networks.  
              

3.2 Intersystem Interference model 
The interference source used is a computer satisfying the standard EN55022 class B [45], 
which is the maximum allowed radiated interference limit for information technology 
equipment sold within the European Union. For frequencies above 230 MHz the limit is 
37 dBµV/m in 120 kHz bandwidth at 10 meters distance [2]. The disturbance power, 
PCOTS in the radio receiver can be estimated as [45]:  
 

                                                    
( ),

4
2
RR

0

2

COTS rEpqG
Z

P
π
λ

=
                                         (3.1) 

 
where λ is the wavelength [m], Z0 is the wave impedance for free space (= 377 Ω), p is 
the polarization matching factor 0<p≤1, q is the matching factor between radio antenna 
impedance and load impedance 0<q≤1, G is the antenna gain of the receiving antenna in 
the direction of the disturbance, E(r) is the electrical field strength [V/m] of the distur-
bance at the receiver antenna and r is the distance [m] between the disturbance source 
and the receiver antenna. 
 
In the equation above it is assumed that the electrical field strength is measured or speci-
fied with the same bandwidth, W, as the radio receiver uses. If we assume that the inter-
ference has a constant power spectral density, the spectral density can be expressed as 

                                                                  W
P

N COTS
I =

.                                               (3.2)                           
 
We assume that the field strength decays with a factor 1/r for distances up to 10 meters 
and with a factor of 1/r2 for distances over 10 meters. In the standard the field strength is 
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given at a distance of 10 meters. If we want the field strength at another distance, for ex-
ample 3 meters, the field strength can be calculated as 
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where the limit for the field strength in the standard is 37 dBµV/m. The wavelength of 
the disturbance is the speed of light divided by the frequency of the disturbance. We are 
interested of the frequency 300 MHz, which yields a wavelength of one meter. We also 
assume that p and q equals one. With a bandwidth of 120 kHz and an antenna gain as-
sumed to be one, the power spectral density is obtained as 
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We want to express the noise and interference in the receiver in terms of the noise figure 
F, defined as F=T/T0. The noise figure can also be expressed as F=N0/kT0, where N0 is the 
spectral density of the noise in the receiver and kT0= -204 dBW/Hz. The spectral density 
of the noise N0 is equal to kT, where k is Boltzmanns constant and T is the noise tempera-
ture. A new noise figure can be calculated for the receiver when interference is present. 
This is done by adding the spectral density of the disturbance is added to the spectral den-
sity of the noise so that  

                                                                   0

I0

kT
NN

F
+

=  .                                                  (3.5) 

With the interference present a new noise figure can be calculated. See Figure 3.1 for a 
plot of the power spectral density as a function the distance the intersystem interference. 
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Figure 3.1:  The power spectral density as a function the distance the intersystem inter-
ference 

 

3.3 Radio Network Model 
3.3.1 Link model 
An essential part of modeling an on-ground or near-ground radio network is the electro-
magnetic propagation characteristics due to the terrain variation. A common approach is 
to use the basic path-loss, Lb, between two nodes (radio units). To estimate the basic path-
loss between the nodes, we use a uniform geometrical theory of diffraction (UTD) model 
by Holm [37]. To model the terrain profile, we use a digital terrain database with a reso-
lution of 25×25 m for terrain type and 50×50 m for height data. All our calculations of 
the basic path-loss are carried out using the wave propagation library DetVag-90® [38]. 
For any two nodes (vi,vj), where vi is the transmitting node and vj ≠ vi, we define the sig-
nal to interference and noise ratio (SINR), Γij, here defined as Eb/(N0+NI ) in node vj as  

                                                          ( ) ,
),(bI0 RjiLNN

GPG
Γ ji

ij +
=  (3.6) 

 
where P denotes the power of the transmitting node vi (equal for all nodes), Gi is the an-
tenna gain in the transmitter , Gj the antenna gain in the receiver, N0 and NI is the spectral 
density of the noise and interference respectively, R is the data rate, and Lb(i,j) is the ba-
sic path-loss between nodes vi and vj. We assume that a packet from node vi can be re-
ceived in node vj if SINR is not less than a threshold γ0, i.e. .0γ≥ijΓ  
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3.3.2 Medium Access Control 
In this study we will use a Time Division Multiple Access (TDMA) based Multiple Ac-
cess Control protocol see [40]. TDMA is a static, collision-free, protocol where the chan-
nel sharing is done in the time domain. We choose here to use a node-oriented TDMA 
protocol where the time is divided into time slots, with duration Ts, and each node is as-
signed one or several time slots where it is allowed to use the channel. However, how the 
scheduling is done in a mobile scenario is by itself a research area. The aim here is not to 
investigate how such scheduling of the Medium Access Control (MAC) protocol should 
be done. However, we want a schedule that adapts to the traffic and the network topology 
in order to study the effects of intersystem interference. Therefore, we use a rather opti-
mal method to decide which node may use a certain slot and do not consider the required 
control traffic. According to this method, we determine at the beginning of each time slot, 
which node has the oldest queued packet. This node is then allowed to use the time slot. 
The protocol is also traffic adaptive, i.e. the node is allocated time slots corresponding to 
the traffic load the node is exposed to. For simplicity, the slot assignment in our simula-
tion is centralized [39], there are however ways to distribute the slot assignment, see [40].  
 

3.3.3 Routing Protocol 
To find suitable routes in the tactical scenario we use the Fisheye State Routing (FSR) 
protocol.  The FSR protocol is a proactive link state protocol whose objective is to keep 
control traffic low and still provide accurate information about the routes, see [41]. The 
FSR protocol uses the Fisheye technique, which was originally used to reduce data re-
quired to represent graphical data.  A node's perception of its surroundings, according to 
this technique, is similar to that of a fisheye, where the level of detail is high near the “fo-
cal point” and decreases with the distance from the focal point.  This means that when a 
user packet is sent, the intermediate nodes will have increasingly better routing informa-
tion available as the packet approaches its destination and will use this to gradually im-
prove the route. 
 
To find suitable routes in the random networks we use an optimal minimum cost routing, 
which is here solved with Dijkstras algorithm.  Furthermore we ignore the cost of finding 
the routes. 
 

3.3.4 Distributing SA Information  
In the tactical scenario we choose the implement the SA service with help of  the FSR 
protocol. When using a proactive routing protocol, such as FSR, the nodes continuously 
try to uphold routes to one another. This means that periodically there will be routing 
control traffic flowing through the network, see [43]. An efficient method of distributing 
SA data might thus be to ”piggyback” the SA data onto existing control traffic. Since our 
current implementation of the SA algorithm is not optimised for the used demands on the 
SA service, we choose to ignore the amount of traffic the SA service generates and focus 
on how the connectivity of the network influence the availability of the SA service. 
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3.3.5 Unicast Traffic Model 
In our study of the effects of intersystem interference in the random networks we choose 
to assume unicast traffic, i.e. a packet has a single source and destination. We assume that 
packets of equal size arrive to the network according to a Poisson process, with arrival 
rate λ. That is, on average λ packets per slot arrive to the network. Furthermore we as-
sume that the traffic is uniformly distributed over the nodes, i.e. each node is equally 
probable as source node and each node except the source node is equally probable as des-
tination node.  
 

3.4 Performance Measures 
3.4.1 Tactical scenario 
In the tactical scenario we choose to use the average service availability [39], for the SA-
service as a performance measure. Furthermore we choose to divide the vehicles in two 
groups, one with vehicles less than 3 km away, and one with vehicles more than 3 km 
away.  We also present the service availability for the command vehicles.        
 

3.4.2 Random Networks 
To evaluate the effect on performance from intersystem interference we use the connec-
tivity, ρ [39], and the maximum network throughput, λ* [packets/slot], as performance 
measures. We define the network connectivity as the probability that two randomly cho-
sen nodes can communicate, i.e. there exist a route between them. Furthermore, we de-
fine λ* as the largest input traffic arrival rate for which the network delay is finite, and for 
this measure we can derive an analytic approximation, [44] . 
The maximum number of packets/slot that can be transmitted by node i is µi, which we 
approximate by the fraction of the time slots that are assigned to node i, i.e. 
 
                                                               

∑Λ

Λ
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iµ ,                                                      (3.7) 

 
where Λi is the number of routes that traverses node i.  
To calculate the traffic load, λi, on node i we note that when the network connectivity is ρ 
there are a total of ρN(N-1) point-to-point connections in the network, where N is the 
number of nodes. Since there are Λi routes that traverses node i and we have uniform traf-
fic we can write λi as 
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The network is stable if λi ≤ µi i. The maximum throughput is reached when the condi-
tion is met with equality for at least one node. The maximum throughput in packets per 
time slot can therefore be written as 

∀
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The maximum throughput can be interpreted as one over the average route length. We 
estimate the network connectivity and the maximum network throughput, for a number of 
independent networks, and denote the estimated average values with ][ρE  and *][λE . 
 

3.5 Simulation Set-up 
3.5.1 Tactical Scenario 
We consider a scenario for a Swedish mechanised battalion. This battalion is simplified 
to consist of one type of communication platform only, a vehicle. Furthermore, we as-
sume that a battalion consists of 6 companies, four tank companies each with 24 vehicles, 
one command and artillery company with 20 vehicles, and one pioneer and support com-
pany with 39 vehicles. Altogether, we then have 155 vehicles, or communication nodes. 
The scenario is drawn up for armed combat on Swedish ground. The tactical scenario and 
details about how the units are moving are described in [37].  
 
In the scenario the task for the mechanised battalion is to strike out a hostile air-landing 
within an area assigned to the battalion, and be prepared to strike out such an air-landing 
in adjacent areas. The area around Skara is selected, where most parts of the terrain are 
rather flat and covered by meadows and groves. First the unit is spread out and grouped 
within the main anticipated drop zone. Thereafter, the anticipated airdrop is found out to 
take place in an adjacent area. This leads to a high-speed movement of the combat vehi-
cles (speed of up to 20 m/s) on roads to the air-landing zone 10-20 km away. 
 
Two types of intersystem interference scenarios have been simulated, one where all 
nodes have intersystem interference, and one where only the command vehicles at battal-
ion and company level have intersystem interference. The values of the parameters that 
are fix under our simulations of the tactical scenario is set according to Table 1. 
 

Table 3.1: Parameters used in the simulations. 
P GT(i,j) GR(i,j) kT0 γ0
50 W 1 1 4 × 10-21 W/Hz 15 dB

 

 

3.5.2 Random Networks 
We have simulated 512 different stationary networks consisting of 16 nodes, uniformly 
distributed over an area of 1·1 km see Figure. 3.2. In the network a number of nodes (0, 4, 
8, and 16) are subjected to intersystem  
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Figure. 3. 2:  One of the 512 different networks. 
 
interference. For each of the 512 networks and each number of interfered nodes the nodes 
with interference are randomly chosen 16 times. For each network we have also chosen 
the transmitter power P  so that the connectivity of the network fulfills our requirements. 
The values of the parameters that are fix under our simulations of the tactical scenario is 
set according to Table 2. 
 

Table 3.2: Parameters used in the simulations. 
 

GT(i,j) GR(i,j) kT0 γ0
1 1 4 × 10-21 W/Hz 15 dB

 

3.6 Simulation Results 
3.6.1 Introduction 
In this section we present the results of our simulations. We first present the results for 
the SA-service in the tactical scenario. We then present our results concerning the net-
work connectivity and throughput for the random networks. 
 

3.6.2 Tactical Scenario 
In figure 3.1 we present the results for the situation where all vehicles have intersystem 
interference and in Figure 3.2 we present the results for the situation where only the com-
mand vehicles have intersystem interferences.  

 31



FOI-R--1868--SE 
________________________________________________________________________ 

 
In both figures we represent the represent the service availability for vehicles closer than 
3 km away with solid red lines and vehicles more than 3 km away with solid blue lines. 
Furthermore we represent the service availability for the command vehicles closer than 3 
km away with dashed red lines and command vehicles more than 3 km away with dashed 
blue lines. 
 
If we first consider Figure 3.1 we can se that the service availability, as expected, de-
creases with increasing intersystem interferences.  The service availability for the vehi-
cles closer than 3 km is only slightly affected for moderate levels of intersystem interfer-
ences. However, the service availability for the vehicles more than 3 km away is reduced 
even at moderate levels. This difference in manly due to that the service availability  for 
vehicles more than 3 km away is  more dependent on long links which  are more vulner-
able for intersystem interference.      
 
If we compare the service availability for all vechiles in the network with the service 
availability for the command vehicles (dashed/solid lines) we can see that there is almost 
no difference for the vehicles more than 3 km away. However, for vehicles less than 3 km 
away the service availability is lower for the command vehicles than for the average ve-
hicle. This is probably due to the fact that the command vehicles are moving more auto-
nomously than the other vehicles in the scenario, i.e. they have longer links to their 
neighbors.       
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Figure 3.3: Average service availability for vehicles in the scenario where all vehicles 
have the same intersystem interference. The {red, blue} lines represent the average ser-
vice availability for {R < 3 km, R > 3km} in the battalion. The dashed version of the 
lines represents the service availability for the command vehicles. 
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Figure 3.4: Average service availability for vehicles in the scenario when only the com-
mand vehicles have intersystem interference. The {red, blue} lines represent the average 
service availability for {R < 3 km, R > 3km} in the battalion. The dashed version of the 
lines represents the service availability for the command vehicles. 
 
However, the service availability for the scenario where only the commanding vehicles 
have intersystem interfere is hardly affected at all when we increase the intersystem in-
terference, even when we consider the service availability for the commanding vehicles, 
see Figure 3.4. From this we can conclude that even if a vehicle loses links, due to inter-
system interference, the vehicles service availability can be unaffected as long as the ve-
hicle is connected to the network by other links.  However, it is likely that the total net-
work capacity is affected in a negative way by the intersystem interference. So if we also 
considered the network capacity the SA service would probably be affected in a negative 
way by the intersystem interference. 
 
From Figures 3.3 it can also be seen that when there is intersystem interference at all 
nodes, the average service availability varies more rapidly with the interference level. In 
the latter case it requires approximately 5 dB change in the interference level to cause a 
25% units change of the average service availability. To obtain a level of 10 percent 
units the uncertainty in SIR must be below approximately 2-3 dB. In figure 2.1, it is 
shown that the difference in SIR between an AWGN and a pulsed signal can be 20 dB 
for a constant BEP. The conclusion is that if the Gaussian approximation is used for 
pulsed interference without any correction for the waveform properties, the error in the 
estimated average service availability can be in the order of 90% in that case. With use 
of the ICF, the error in interference level can be reduced to a few dB which gives an er-
ror in average service availability in the order of 10-20% if there is intersystem interfer-
ence at all nodes.    
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3.6.3 Random Networks 
To get better statistical base for our conclusions we will now study how the network con-
nectivity and throughput is affected by different levels of intersystem interference for a 
large set of random networks. Two cases are investigated, one where the network always 
is connected and one where the network falls apart.  
 
For the case when the network is connected the network connectivity is always one for all 
levels of interference and number of interfered nodes (hence, not shown in a figure). In 
Fig. 2 the estimated average of the maximum throughput, *][λE , is shown as a function of 
the spectral density of the interference, NI. The blue line is the reference system with no 
intersystem interference and the cyan line is when all nodes in the network have intersys-
tem interference.  
 
When the interference level increases there are fewer links and hence longer routes, 
which leads to lower throughput. When the number of nodes with interference goes from 
0 to 4 the effect on throughput is larger than for the case from 4 to 8. This depends on the 
different route lengths before and after more nodes with interference are added. With no 
intersystem interference the network is highly connected with short routes and hence 
there are not many alternative routes with the same length, e.g. there is only one route 
between two nodes with length one. In the case when we have 4 nodes with interference 
the routes are longer and there are probably several routes with the same length. Hence, 
the first nodes with interference that are added cause the largest decrease in throughput. 
 
In the second case we have a network that is barley connected, i.e. even a low interfer-
ence will result in that the network falls apart, see Figure. 3.5, where the estimated net-
work connectivity E[ρ] is shown. In Figure 3.6 we can observe that the connectivity for 
networks where all nodes have interferences decreases to zero when the intersystem inter-
ference level increases, i.e. the networks fall apart completely. However, when only 4 or 
8 nodes have intersystem interference the estimated network connectivity decreases 
slower because the network forms small subnets that internally are connected by the 
nodes without intersystem interferences. We can also observe that the first nodes with 
interference cause the largest decrease in connectivity in absolute terms. This is probably 
due to that if the network falls apart in two equal parts the network connectivity is ½, 
while if the network falls apart in 4 equal parts the network connectivity is ¼. The differ-
ence in connectivity thus gets smaller, in absolute terms, when more intersystem interfer-
ence is introduced in the network. In this case, with a network with low connectivity, the 
throughput increases with increased intersystem interference, since the network forms 
subnets with shorter routes when the 
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Figure  3.5:  Estimated average maximum throughput as a function of the spectral den-
sity of the interference for networks with high connectivity. 
 
 

 
Figure  3.6:  Network connectivity as a function of the spectral density of the interfer-
ence for networks with low connectivity. 
 
network falls apart. As the intersystem interference level increases the subnets gets 
smaller with shorter routes and hence higher throughput. However, it is important to rec-
ognize that all nodes do not share the increase in throughput since the connectivity is 
lower than one. 
 

3.6.4 Conclusions 
In this chapter we have investigated how the SA-service in a tactical scenario is affected 
of intersystem interferences. We have also studied how the connectivity and throughput 
is affected by intersystem interferences for a set of random networks.    
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From the simulations of the tactical scenario we conclude that intersystem interference in 
all units in a battalion can strongly reduce the availability of a SA service. It is also 
shown that intersystem interference that is present only in the commanding vehicles will 
only result in minor changes in the service availability. However, reduction in service 
availability does not only affect the commanding vehicles, despite that they cause the in-
tersystem interference. 
 
Our study of intersystem interference in random networks show that the effect on the 
condition of the network without intersystem interference. For a network that is fully 
connected even with intersystem interference the throughput in the network is decreased. 
In other more instable networks the intersystem interference yields a decrease of the net-
work connectivity, and the network falls apart into subnets. For both cases the largest 
changes often occur when the first nodes are affected by intersystem interference.  
 
Since intersystem interference can affect an ad hoc network in different ways it is impor-
tant to perform network simulations were the intersystem interference is incorporated. 
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4 Effects of Intersystem Interference on Trust in SA Ser-
vices for Mechanized Battalions 
4.1 Introduction 
An important aspect of situation awareness in many real-time environments is the percep-
tion of the environment, such as the position of objects and obstacles relative own posi-
tion, comprehension of the meaning of this information, and projection of events or ac-
tions in the future based on this perception and comprehension (Endley, 1995)[25]. While 
operators in some domains have benefited from advanced sensor and information presen-
tation technologies to enhance the situation awareness of the environment, such tech-
nologies have usually not been available for front-end personnel in the emergencies and 
public safety domain. For example, Fogel et al. (2004)[26] and Lindgren et al. (2004)[30] 
describe how breathing apparatus (BA) rescue personnel currently use verbal communi-
cation to create shared reference points for further orientation and to recover from disori-
entation. When visibility is severely restricted they even prefer to follow internal walls 
using tactile feedback and take each others hand to avoid disorientation.  
 
There is, however, an increased interest in information presentation technologies and po-
sitioning services that allow the rescue personnel to navigate more freely. For example, 
Figure 4.1 shows a helmet-mounted display (HMD) for rescue personnel that is devel-
oped by a research group at UC Berkely (Wilson et al., 2005)[36]. The HMD can be used 
for presenting information such as floor plan, hazards, and location of victims. For further 
support of the situation awareness, a positioning service may also be included based on 
GPS information that shows own and other personnel’s position within the floor plan. 
The current generation of GPS equipment do not function indoors, but recent develop-
ments of signal processing techniques may enable an indoor capability (van Diggelen & 
Abraham, 2001; Dedes & Dempster, 2005)[35][24]. Once indoor GPS equipment is 
commercially available, it can be used to develop advanced positioning services for pres-
entation on a HMD. 
 
The problem when introducing a positioning service for own and other personnel’s posi-
tion is that the digital radio communication for distributing the GPS information may be 
compromised due to intersystem interference. Electronic emissions from other compo-
nents, such as power sources and information technology equipment, may simply add 
noise in the frequency spectrum for radio communication and thereby reduce the com-
munication capability. GPS indoor equipment is particularly sensitive to intersystem in-
terference since 20 dB of the signal strength is lost (Brickerstaff et al., 2005)[23]. With 
severe intersystem interference, the quality of the positioning service may decrease to a 
point that hampers the situation awareness and eventually the user’s trust in the presented 
information. Since intersystem interference can have so dramatic consequences, FOI have 
recently studied the effects of intersystem interference on trust in a positioning service for 
a mechanized battalion. Linder et al. (2004)[16] show that even for modest levels of in-
tersystem interference, there are situations with significant position errors that hamper the 
commander’s ability to control the battalion. Further, the results indicate that intersystem  
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Figure 4.1: a) Position of HMD, b) Concept illustration of floor plan presentation 
 
interference may increase the risk for fratricide, although the risk should be interpreted 
cautiously due to a limited analysis. Although not specifically intended for rescue per-
sonnel, the purpose of this paper is to illustrate the effect of intersystem interference on 
positioning services by refining the results from Linder et al. (2004)[16]. An additional 
analysis was also performed of the special cases when the battalion commander directly 
supports a company commander about where to position individual vehicles. The meth-
odology used may serve as an example for how to investigate the risks for intersystem 
interference in a positioning service for rescue personnel. First, the general characteristics 
of trust are described as a basis for assessing the effects of intersystem interference. 
Thereafter follows the mission objectives and organization of mechanized battalions. Fi-
nally, the current evaluation of trust in the positioning service is described. 

4.2 Characteristics of Trust 
Generally, trust can be considered as a way to reduce the perceived uncertainty in 
whether the information is correct, or a system or another person will perform as ex-
pected (see Luhman, 1980; Lee & See, 2004)[31][29]. Continuously doubting the avail-
able information simply requires too much mental effort and hinders timely actions. Trust 
is a multi-dimensional concept that integrates information from three levels of abstraction 
regarding the system’s support of the operator’s goals: performance, process, and purpose 
(Lee & See, 2004)[29]. The performance level refers to the system’s behavior to support 
the operator’s goals. The process level, on the other hand, refers to whether the system’s 
principles of operation are acceptable. Finally, the purpose level refers to the system’s 
underlying motives and intentions. The abstraction levels are also related so that behavior 
provides information about underlying processes which in turn provide information about 
the underlying motives and intentions. Similarly, knowledge about motives and intentions 
create expectations on behavior. Finally, the user’s perceptions of all abstraction levels 
are integrated into a continuous perception of trust (Muir, 1994)[32]. How robust the per-
ception is depends on the type and number of abstraction levels that are integrated. More 
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abstraction levels improve the robustness. Especially, when there is knowledge about un-
derlying motives and intentions (Rempel m.fl., 1985)[33].  
 
Failure to instill trust is particularly important for a positioning service since operators 
otherwise will likely resort to using voice communication which is viewed as the main 
backup communication system in a mechanized battalion (see Fransson et al., 2002)[28]. 
The problem is that voice communication consumes considerably more bandwidth than 
the digital positioning service. On the other hand, operators may also place too much trust 
in the positioning service if they do not consider uncertainties that may affect perform-
ance. Trust should thus be well calibrated to the actual capabilities for the most efficient 
utilization of the positioning service. Unfortunately, environment, interference, etc. that 
may affect the quality of the positioning service are often not directly observable which 
may reduce the predictability of the communication system.  
 
Since trust is important for many military applications, a research program was recently 
established at FOI (Andersson et al., 2003)[22]. Table 4.1 shows some dimensions of 
trust that were identified in the initial literature survey. Studies at FOI show that military 
operators’ trust is mostly based on the system’s capability which is consistent with avail-
able theories (Thuren et al., 2005)[34]. 
 

Table 4.1: Dimensions of trust 
Level of abstraction Trust dimension 

Capability: Capacity to function in situations that are important 
for the mission  
Predictability: Knowing how the system is going to react based on 
observations and experience  
Reliability: Functionality in difficult and dangerous situations 
Robustness: Ability to function when damaged or distorted 

Performance 

Usefulness: The system’s practicality and applicability 
Dependability: The system’s capability to fulfil its task in situa-
tions where it may be unreliable 

Process 

Understanding: Knowing how the system “thinks” and operates 
Intentionality: The system’s purposes are congruent with the ex-
pectations, that is there are no hidden agendas 

Purpose 

Responsibility: The system is accountable and is not trying to 
blame others or find scapegoats 

 

4.3 Mechanized Battalion 
A mechanized battalion consists of about 1 000 men divided into three or four companies 
where each company consists of three or four platoons of three Combat Vehicle 90, an 
armored personnel carrier (APC), or three Combat Vehicle 122, a main battle tank. Each 
Combat Vehicle 90 carries an infantry group of six soldiers. The main mission objectives 
for a mechanized battalion are to take terrain or strike the opponent, although defense and 
delaying the opponent’s advance are also important objectives. Table 4.2 shows the size 
of the target areas for the most important mission objectives. Clearly, strike against air-
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borne troop is the most challenging mission objective for a communication system where 
the distance between each vehicle is about 3 km to maximize the area coverage. Strike 
against airborne troops usually have less demands on coordination, since it is most impor-
tant to attack the landing zone as soon as possible before the opponent can regroup and 
form coordinated combat units. 
 
The battalion is commanded by the staffs L1, L2, and L3. L1 and L2 use Combat Vehicle 
90’s for the tactical command and control that accompanies the strike movement where 
as L3 is responsible for the strategic planning from containers. Each command and con-
trol vehicle has six seats for the battalion commander, intelligence officer, artillery com-
mander, combat commander, and two assistants. The battalion’s command and control is 
generally directed towards the area coverage of the companies rather than individual ve-
hicles. The company commander provides command and control for the company in a 
time scale of 10-30 s while simultaneously participating in the battle. Finally, the time-
scale for platoon command and control and direct combat is a few seconds. See Linder et 
al. (2004) [16]for more information about mechanized battalions. 
 

Table 4.2: Size of target areas for mission objectives 
Strike Defense Delay of advance Type of unit 
Airborne (km2) With x Depth With x Depth Width x Depth 

Mechanized battalion 500 3-6 x 3 km 5-10 x 3 km 10 x 30 km 
APC company 120 1.0-1.5 km 2-3 x 1 km 2-5 x 10 km 
APC platoon 30 300 m 500 m NA 
APC 10 100 m 100 m NA 
Tank company 120 1.5 km 5 x 1 km 5 x 15 km 
Tank platoon 30 300 m 1 km NA 
Tank 10 100 m 100 m NA 
 

4.4 Simulation of Positioning Service for a Mechanized Battalion 
An area near Skara was selected for a simulation of a strike against airborne troops. In the 
beginning of the scenario, the battalion is spread out to cover the anticipated drop zone. 
Once informed about the specific location of the drop zone, all combat vehicles move at 
high speed towards the drop zone 10-20 km away using available roads. The positioning 
service in this scenario was simulated using a multi-hop ad hoc network (Linder et al., 
2004)[16]. The advantage of an ad hoc network is that no infrastructure has to be pre-
deployed. Instead all nodes coordinate the exchange of GPS coordinates based on when 
the coordinates where measured. Thus, updated positions may be routed between vehicles 
without direct radio contact. The user requirements for errors in estimated position were 
20 m for all vehicles within 3 km, 200 m for all vehicles within 3 to 15 km, and 500 m 
for vehicles beyond 15 km. However, since most vehicles where within 15 km, the 200 m 
requirement was used for vehicles beyond 3 km. The reason for the high demands on po-
sition error for vehicles within 3 km was to avoid fratricide without using a special identi-
fication system. The specific details of the ad hoc network simulation can be found in 
Linder et al. (2004)[16].  
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Four levels of intersystem interference were simulated, 10, 22, 33, and 44 dB, where 10 
dB corresponds to no intersystem interference. The higher levels of intersystem interfer-
ence correspond to having a computer fulfilling the emission level in EN55022 class B at 
distances of 20 m, 10 m, and 3 m. EN55022 class B is the maximum allowed limit of 
mediated emission from information technology equipment sold in the European Union. 
Further, data rates of 0.5, 1.0, and 2.0 Mbit/s were also simulated. Figure 4.2 and 4.3 
shows the effect of 33 dB intersystem interference which corresponds to a computer at 10 
m and a data rate of 0.5 Mbit/s. Only the same level of intersystem interference for all 
vehicles with 0.5 Mbit/s data rate is evaluated in this paper. See Linder et al. (2004) for 
information about intersystem interference only of command vehicles and other data 
rates. The figures show that the network connectivity decreases dramatically with a me-
dium level of interference even at the lowest data rate. The network connectivity is still 
acceptable, however, within the platoons. 

4.5 Evaluation of Positioning Service for a Mechanized Battalion 
Since about 70 % of the voice communication in a mechanized battalion consists of posi-
tion information (Alvå & Palmqvist, 2003), it is not surprising that operators are vary sat-
isfied with the graphic presentation of vehicle positions (Fransson et al., 2002)[28].The 
purposes of the positioning service is to avoid fratricide and to facilitate coordination dur-
ing battle. Avoiding fratricide requires very small position errors of less than 20 m for all 
vehicles that are within the range of direct fire, which is 3 km. There demands on the po-
sition error are less for coordination of vehicles at the higher levels of command, since 
they operate at longer timescales. For example, the battalion command and control is 
more concerned with the companies’ area coverage and a position error of a few hundred 
meters does not matter (Fransson, 2004)[27]. However, in difficult situations the battalion 
commander may want support a company commander about where to position individual 
vehicles. An intermediate level of maximum position error is required in this situation to 
avoid confusion in communication between the battalion and company commander. 
Thus, a positioning service for a mechanized battalion serves at least the following func-
tions: 
 

• Battalion commander’s coordination of the companies’ area coverage.  
• Battalion commander’s support of company commanders about where to position 

individual vehicles. 
• Avoiding fratricide for vehicles within line of sight and range of direct fire. 

4.6 Avoiding fratricide for vehicles within line of sight and range of direct 
fire. 
The purpose of this paper to evaluate how the positioning system supports the battalion 
commander’s situation awareness and trust in the companies’ area coverage as well as the 
direct support of company commanders. More information about avoiding fratricide us-
ing a positioning service can be found in Linder et al. (2004)[16]. A dependent measure 
of the position error for the companies’ area coverage was developed by enclosing the 
combat units in a company within a convex hull similar to those used in SLB, positioning 
service that is being developed for mechanized battalions in Sweden (Albinsson & Frans-
son, 2002)[20]. The hulls were interpolated in small steps to allow more detailed meas-
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urements. The position error in area coverage was measured by finding the point on the 
convex hull for the correct position that was closest to target area in the lower right cor-
ner and measuring the distance to the closest position on the estimated convex hull. Fig-
ure 4.4 illustrates the principle for measuring the position error of area coverage.  
 

 
Figure 4.2: Connectivity of the network with no intersystem interference and a data rate 
of 0.5 Mbit/s. 
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Figure 4.3: Connectivity of the network with 33 dB intersystem interference which cor-
responds to a computer at 10 m and a data rate of 0.5 Mbit/s. 
 
Figure 4.5 shows how the position error of the companies’ area coverage varied over the 
scenario for L1 with 33 dB intersystem interference of all vehicles and a data rate of 0.5 
Mbit/s. The figure shows that the battalion commander has updated position information 
about company A and D for most of the scenario, intermittently loses contact with com-
pany B, and rarely has updated information about company C. A more overall view is 
provided in Table 4.3-4.5 that show how the intersystem interference affect the distribu-
tion of position error in area coverage for the battalion commanders at a data rate of 0.5 
Mbit/s. The tables show a similar distribution of position errors in area coverage for all 
battalion commanders where even 22 dB of can cause position errors that are larger than 
200 m. Only about 2 % of these errors are, however, larger than 500 meters which seri-
ously can affect the battalion commanders’ situation awareness. Although the percentage 
of position errors if fairly small, they occur intermittently which reduces the predictabil-
ity of the positioning service. Further, it becomes increasingly difficult for the battalion 
commanders to maintain situation awareness with higher levels of intersystem interfer-
ence. Almost a third of the position errors are larger than 200 m at 33 dB, and about 80% 
of the position errors are larger than 200 m at 44 dB. The majority of these errors are also 
larger than 500 m. It is therefore doubtful whether the battalion commanders will be able 
to exercise the proper control of the companies at 33 and 44 dB of interference. Finally, 
since L3 is stationery, it is surprising that the position error is  
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Figure 4.5: Position error of the companies area coverage for L1 at 33 dB intersystem 
interference of all vehicles and a data rate of 0.5 Mbit/s. The mean position error over the 
scenario is shown in the legend. The mean position error was calculated by excluding the 
95 % percentile. 
 
Table 4.3: Distribution of position error in area coverage as the percent of time over the 

scenario for L1 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-
ference of all vehicles are shown 10, 22, 33, and 44 dB. 

Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.8 0.2 - - 
22 dB 90.5 5.1 2.7 1.7 
33 dB 57.1 11.1 8.3 23.5 
44 dB 12.0 6.7 6.6 74.7 

 
Table 4.4: Distribution of position error in area coverage as the percent of time over the 

scenario for L2 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-
ference of all vehicles are shown 10, 22, 33, and 44 dB. 

Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.8 0.2 - - 
22 dB 90.3 5.1 2.6 2.0 
33 dB 54.4 13.0 8.5 24.1 
44 dB 11.3 5.4 5.3 78.0 
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Table 4.5: Distribution of position error in area coverage as the percent of time over the 
scenario for L3 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-

ference of all vehicles are shown 10, 22, 33, and 44 dB. 
Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 

10 dB 99.8 0.2 - - 
22 dB 90.7 5.0 2.9 1.4 
33 dB 55.1 12.1 9.0 23.8 
44 dB 13.2 7.3 7.0 72.5 

 
not worse than for L1 and L2 who follows the companies towards to target area. This 
may, however, be an effect of the initial positions in the current scenario. A dependent 
measure of the position deviation for battalion commander’s support of company com-
manders about the positioning of individual vehicles was developed by measuring the 
difference between the battalion and company commander’s information about the esti-
mated position for vehicles within the company. For example, L1’s position information 
for company A was compared to their company commander’s position information for 
company A, etc. Only combat vehicles were included in the analysis since they are most 
likely the focus of direct support from the battalion commander. Figure 4.6 how the aver-
age position deviation for direct support of each company varied over the scenario for L1 
with 33 dB intersystem interference of all vehicles and a data rate of 0.5 Mbit/s. The fig-
ure shows that the position deviation is particularly problematic for company C and B 
with large deviations during most of the scenario. A more overall view is provided in Ta-
ble 4.6-4.8 that show how the intersystem interference affect the distribution of position 
deviation in direct support of company commanders by the battalion commanders at a 
data rate of 0.5 Mbit/s. The tables are almost identical for all battalion commanders at 10, 
22, and 33 dB of intersystem interference. The tables show that the deviation in estimated 
position is over 200 m for about 6 % of the time at 22 dB of intersystem interference. At 
33 dB of intersystem interference, the deviation is over 200 m for about 30 % of the time 
and over 500 m for about 23 % of the time. At 44 dB if intersystem interference, the dis-
tributions are more polarized which means the units either have contact or are out of con-
tact for a long time. There are, however, also some differences at 44 dB of intersystem 
interference where L2 have smaller deviations than both L1 and L3 which result in about 
10 % higher percentage of errors in the 0-20 m error interval. For L1 and L3, the devia-
tion is over 500 m for about 41 % of the time, where as for L2 the deviation is only over 
500 m for about 33 % of the time. Even only 22 dB of intersystem interference of all ve-
hicles does thus result in differences in estimated position that may create confusion be-
tween the battalion and company commanders about the position of individual vehicles. 
Further, at least one out of three vehicles has a deviation over 500 m at 33 and 44 dB of 
intersystem interference. Such large deviations may clearly affect the possibilities to cre-
ate a shared situation awareness and thus trust in the positioning service. Finally, the 
fewer deviations in the 0-20 m interval for L1 and L3 at 44 dB than at 33 dB of intersys-
tem interference can be attributed to that the deviations are based on estimated positions 
and the non-optimal nature of the routing protocol.  
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Figure 4.6: Average position deviation of L1’s support of company commanders at 33 
dB intersystem interference of all vehicles and a data rate of 0.5 Mbit/s. The mean posi-
tion deviation over the scenario is shown in the legend. The mean position deviation was 
calculated by excluding the 95 % percentile. 
 
Table 4.6: Distribution of position deviation in L1’s support of company commanders as 
the percent of time over the scenario for L1 at a data rate of 0.5 Mbit/s. The effects of 
four levels of intersystem interference of all vehicles are shown 10, 22, 33, and 44 dB. 

Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 82.8 11.4 4.4 1.4 
33 dB 51.1 19.9 6.6 22.4 
44 dB 49.2 6.7 3.5 40.6 

 
Table 4.7: Distribution of position deviation in L2’s support of company commanders as 
the percent of time over the scenario for L2 at a data rate of 0.5 Mbit/s. The effects of 
four levels of intersystem interference of all vehicles are shown 10, 22, 33, and 44 dB. 

Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 83.2 11.1 4.4 1.3 
33 dB 50.9 19.3 6.7 23.1 
44 dB 58.0 5.7 2.8 33.5 
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Table 4.8: Distribution of position deviation in L3’s support of company commanders as 
the percent of time over the scenario for L3 at a data rate of 0.5 Mbit/s. The 
effects of four levels of intersystem interference of all vehicles are shown 
10, 22, 33, and 44 dB. 

Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 82.7 11.4 4.8 1.1 
33 dB 48.9 21.9 6.5 22.7 
44 dB 46.1 9.3 3.7 40.9 

 
4.5 Conclusions 
The results confirm the reported effects in Linder et al. (2004) [16], that even for low 
data rates and levels of interference that affect all vehicles, there are situations where the 
battalion commander may not be able to control the companies. The effects are particu-
larly disturbing for direct support of company commanders where a few companies may 
have large deviations for several minutes. While the requirements and also effects of in-
tersystem interference are less for position information about the companies’ area cover-
age, there is a considerable variability that reduces the predictability of the positioning 
service. Especially, since the source of the variability, such as terrain and interference, 
may not be directly observable. When the interference increases further, both measures 
become unacceptable. The large percentage of position errors in area coverage that are 
greater than 500 m means that the position information is rarely updated, at least for a 
few companies. Similarly, the large percentage of position deviations that are larger than 
200 m means that the position information is insufficient for direct support. Higher lev-
els of intersystem interference therefore clearly hamper the battalion commanders’ abil-
ity to control the companies. While the results indicate that higher levels of intersystem 
interference may reduce the battalion commanders’ situation awareness and trust in the 
positioning service, these results need to be validated by asking subject matter experts 
for subjective ratings of how they experience the positioning services on an appropriate 
scale of trust. Further studies should also include a line of sight measure to verify if there 
actually is a risk for fratricide as reported by Linder et al. (2004) [16]. Finally, further 
studies should consider a measure of the intermittent nature of position errors and devia-
tions which may affect the battalion commanders’ trust. 
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5 OPNET Modeler as platform for a future intersystem-
interference analysis tool. 
A feasibility study [18] has been performed in order to investigate if the network simula-
tion tool OPNET Modeler is a possible alternative as a platform for a future intersystem-
interference analysis tool. The conclusion is that OPNET Modeler is an alternative if 
simplified models of the intersystem interference within platforms can be used. Such 
simplified models must be based on a Gaussian approximation of the interference signal 
combined with an impulsiveness correction factor as discussed in chapter 2. If not the 
Gaussian approximation can be used as a simplified model, OPNET Modeler is not con-
venient as a basis for the intersystem-interference analysis tool. However, the impulsive-
ness correction factor makes it possible to use the Gaussian approximation without mak-
ing large errors in the estimated bit error probability. A more detailed discussion is done 
in [18]. 
 

6 Publications within the project 
The project has resulted in a number of publications. These publications are listed below. 
 
Peter F. Stenumgaard, Leif Junholm, “Higher-Order Effects of Radiated Interference - 
Future Challenging Research Domains within EMC in Dynamic Wireless Communica-
tion Networks”, EMC 2005 Zurich, International Symposium on Electromagnetic Com-
patibility, Februari 2005. 
 
Ulf Sterner, Sara Linder, “Effects of Intersystem Interference on a Situation Awareness 
Service in a Mobile Ad Hoc Network”, Proceedings of RVK -05, 14-16 June, Linköping, 
Sweden 2005. 
 
Leif Junholm, Peter Stenumgaard, ” Higher-Order Effects of Radiated Interference - Fu-
ture Challenging Research Domains within EMC in Dynamic Wireless Communication 
Networks”, EMC Europe 2005, Workshop on Electromagnetic Compatibility in Wireless 
Communication Systems, Rome, Italy 19-21 September 2005. 
 
Peter F. Stenumgaard, Leif Junholm, “Higher-Order Effects of Radiated Interference - 
Future Challenging Research Domains within EMC in Future Military Dynamic Wireless 
Communication Networks”, MILCOM 2005, Atlantic City, USA, October 2005, U602-6. 
 
Ulf Sterner, Sara Linder, “Intersystem Interference in mobile ad hoc networks”, EMC 
Europe 2005, Workshop on Electromagnetic Compatibility in Wireless Communication 
Systems, Rome, Italy 19-21 September 2005. 
 
Peter F. Stenumgaard, “A Simple Impulsiveness Correction Factor for Control of Elec-
tromagnetic Interference in Dynamic Wireless Applications”, Accepted for publication 
in IEEE Communication Letters. 
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7 Conclusions 
Future dynamic wireless applications require the ability to handle the problem of dy-
namic interference control or dynamic interference avoidance. A key issue is the ability 
to consider the total electromagnetic interference within the receiver band of a wireless 
communication system. Methods considering the total interference environment must be 
developed for instance in order to allocate frequency spectrum dynamically on demand. 
Such methods must be of low complexity to be useful in on-line applications so a simple 
but useful method is tractable to find. One such method is to use the total interference 
average power within the receiver bandwidth as a decision parameter to judge whether or 
not the interference level is low enough for using the channel. This method is based on 
the underlying assumption that the interference signal can be approximated as white Ga-
ussian noise within the receiver band. To make this method useful, it is important to be 
able to make some adjustment for the actual interference waveform behind this interfer-
ence power. Since different signal waveforms, given a fixed power, can give consider-
able differences in the bit error probability of the disturbed system, it is convenient to 
add some information that can be used to adjust for the waveform properties of the inter-
ference signal. In this paper we suggest a simple correction factor for the average-power 
approach. This makes it possible to make a rough adjustment for the interference-
waveform properties so that the measured total interference power can be used as a deci-
sion metric in future applications. Some of the most important conclusions in the previ-
ous sections are listed below. 
 

• Since intersystem interference can affect an ad hoc network in different ways it is 
important to perform network simulations were the intersystem interference is in-
corporated. 

• If only the interference power is used for determination of the BEP on a commu-
nication link, the error in estimated BEP for that link can be in the order of a fac-
tor 10000. The largest errors occur if the interference signal consists of pulsed in-
terference. 

• The uncertainty of the availability of the SA service in the network analyzed is 
less than 10% units if the corresponding error in SIR at the node level is less than 
approximately 2-3 dB. 

• By the use of the impulsiveness correction factor, the uncertainty in correspond-
ing SIR can be brought down to below approximately 3 dB for pulsed interfer-
ence signals which means that the Gaussian approximation can be used as a basis 
for the interference analyses at the node level. 

• OPNET Modeler can be used as a possible simulation environment for intersys-
tem-interference analyses if the Gaussian approximation can be used for interfer-
ence modeling at node level. 

• The results in this report confirm the reported effects in Linder et al. (2004) [16], 
that even for low data rates and levels of interference that affect all vehicles, 
there are situations where the battalion commander may not be able to control the 
companies. The effects are particularly disturbing for direct support of company 
commanders where a few companies may have large deviations for several min-
utes. 
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8 Suggested Topics for Future Work 
Based on the conclusions in this report, the following topics are suggested for future 
work: 
 

• Further investigation of how uncertainties in the node/link modeling affect the 
conclusions drawn on the network level. 

• Further investigation of the possibilities/limits of the ICF for mixed signals. 
• Further investigation of how the ICF behaves for systems using forward error-

correcting codes. 
• Development of a reduced intersystem-interference model in OPNET Modeler. 
• While the results indicate that higher levels of intersystem interference may re-

duce the battalion commanders’ situation awareness and trust in the positioning 
service, these results need to be validated by asking subject matter experts for 
subjective ratings of how they experience the positioning services on an appropri-
ate scale of trust. 
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1 Background  
1.1 Introduction 
In Sweden there is an on-going development of the Armed Forces where the goal is the abil-
ity to execute operations more quickly and flexibly than today. For a long time, the Armed 
Forces were a large organisation. However, for a defence that is to be effective today and in 
the future, what counts is not so much quantity as the ability to execute operations quickly 
and flexibly. The way chosen for the development of the Swedish Armed Forces is accord-
ing to the concept of Network Based Defence. In order to achieve the Network Based De-
fence concept, the requirements on the communication networks have substantially in-
creased. For instance, the distribution of situation awareness data, which is likely to be a pri-
oritised service, will lead to an increased data flow within the command and control system. 
A high capacity tactical mobile radio network, with ad hoc functionality, capable of convey-
ing mixed services and applications, and the ability to support varying stringent quality-of-
service demands, is an essential enabler for the NBD concept. In the future many operations 
will be joint, with different combat arms working together and/or combined, with different 
nations involved. In addition the communications with civilian authorities and humanitarian 
organisations are also important. The need for reliable communications with parties outside 
the own organization is great. In order to have reliable communications it is important to be 
able to analyse effects of intersystem interference. Known factors that increase the risk of 
intersystem interference are for example; more electronic systems on a platform, unpredict-
able co-location situations, combined and joint operations. In the future Armed Forces many 
of these risk factors can be found [16]. Hence, the problem of intersystem interference is 
now more important to handle than ever.  
 
Existing state-of-the-art analysis methods for intersystem interference in wireless ser-
vices are often based on algorithms for analog systems, modified with simplified algo-
rithms to analyse the impact on digital communication receivers. The underlying algo-
rithms for analog systems require detailed information of the systems analysed. System 
parameters not specified in the system specification are assumed to be determined by 
additional measurements. These kinds of measurements are normally very expensive to 
perform and therefore the needs for new analysis methods that do not need such detailed 
information have been recognized [16]. Furthermore, existing methods are focused on 
the single transmission/ receiver link level. In existing algorithms, the intersystem-
interference analyses of digital systems are based upon the simplification that all inter-
ference signals are treated as if they were additive white Gaussian noise (AWGN). One 
drawback with this simplified approach is that the waveform of an interference signal 
can dramatically affects the impact on a digital system. Unfortunately, for some interfer-
ence signals, this approach significantly underestimates the impact on a digital commu-
nication system [4]. The rapid development within the area of digital communications 
has given an increased variety of system parameters that an analysis tool must be able to 
handle. The development of analysis tools for intersystem-interference analysis has not 
been fast enough to handle all new digital systems in another way than with simplified 
models. This phenomenon is schematically illustrated in Fig. 1.1. Furthermore, existing 
analysis methods are designed to analyse static scenarios both in space and time, i.e. the 
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analyses are performed for a limited amount of interference-victim combinations. Typi-
cally, 
 


 


Existing wireless  
communication 
systems 


Complexity of  
communication system 
parameters 


Time 


System-parameter modeling 
capacity of existing analyses 
tools 


”Modeling gap” 


 
Figure 1.1: A schematic view showing that the capacity to handle the increasing amount 
of system parameters is to low in existing analysis tools for intersystem interference. 
 
the final result is obtained by worst-case assumptions where the simultaneous impact 
from different interference sources is considered. This means a situation that is statisti-
cally unlikely to occur. In summary, the current situation of traditional intersystem-
interference analysis tools is that 
 


• present methods/tools for intersystem-interference analyses are based on algo-
rithms for analog systems, modified with simplified algorithms to analyse the 
impact on digital communication receivers. These simplified methods that not 
consider the interference waveform properties are widely used, 


• the analyses are done for static scenarios in space for a limited number of trans-
mitters and receivers. The focus is on the transmission/receiver link levels and 
the final result is obtained by worst-case assumptions where the simultaneous 
impact from different interference sources is considered, 


• in present methods the underlying models for analog systems require detailed 
knowledge of system parameters. 


 


In a dynamic network scenario, the intersystem-interference analyses cannot be per-
formed in advance for a limited number of static cases. This is because the number of 
potential intersystem-interference cases will be too large, almost infinite. Furthermore, 
the necessary intersystem-interference analyses must include the total actual interference 
environment, i.e. not only the known intentional/unintentional transmitters. The intersys-
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tem-interference analyses must be done on line for each case. This means that all kinds 
of background interference will affect the result of these analyses for a certain system. 
Since the analyses must be done on line, no detailed information, such as system specifi-
cation parameters, of the actual interference signal will be available. The analyses will be 
based on some kind of more or less simple measured value of the total interference at the 
moment. Thus, reliable analysis methods based on a reduced number of interference-
signal parameters must be available. Consequently, several major evolutions of present 
analysis methods for intersystem interference are needed: 
 


• Intersystem interference analysis methods for on-line (on-demand) use must be 
developed to handle dynamic changes both in space (physical location) and time. 


• Analysis methods for a reduced number of in-going system parameters must be 
developed. 


• Analysis methods that can aid the prediction of consequences on a higher system 
level and for human factors are needed. 


 
One parameter proposed is the so called “interference temperature” which has been pro-
posed by the Federal Communications Commission (FCC) [2]. The interference tem-
perature is simply a measurement of the total RF power generated by undesired emitters 
plus noise sources that are present in a receiver system per unit bandwidth. More specifi-
cally, it is the temperature equivalent of this power measured in units of “Kelvin” (K). 
One difficulty with such approach is that the interference impact on modern digital 
communication systems from an interference signal does not only depend on the power 
but also on the actual waveform of the interference signal. Thus, only using the power of 
an interference signal to determine the impact on a digital communication system, can 
give large errors in terms of interference impact. In this report we investigate the inter-
ference-temperature concept to see if it is useful in a future computer-based tool for in-
tersystem-interference analyses. We propose a quality measure of the interference tem-
perature approach which makes it possible to adjust for the interference-waveform prop-
erties so that the measured total interference power can be used as the desired decision 
metric in future applications. This opens the possibility to use simplified models of the 
intersystem interference when the consequences on dynamic wireless networks are to be 
determined. 


1.2 Scope 
This report summarizes the work performed in order FMV 281273-LB673859, 2005-05-
03, issued by Leif Junholm at the Swedish Defence Materiel Administration, Center of 
Expertise in Sensors & Telecommunications. The work performed within this order is a 
continuation of the work presented in [16]. The overall purpose with the different sub-
tasks in this order is to provide further knowledge useful for the development of a new 
computer-based tool for intersystem-interference analyses. These subtasks represent a 
selected amount of important questions that have to be answered to support the coming 
specification work of the new analysis tool. 
 


1.3 Outline 
 In chapter 2, the so called Interference Temperature concept is evaluated on a communi-
cation link level. It is shown that for pulsed interference, a correction factor is conven-
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ient to use in order to decrease the errors introduced if only the interference-signal power 
is used as input to a Gaussian approximation. In chapter 3, it is investigated how the er-
rors introduced on link level affects the results at the network level for a situation aware-
ness service. In chapter 4, the impact of intersystem interference on trust in a situation-
awareness service is investigated. It is shown that intersystem interference can have large 
impact on the operators trust in certain situations. In chapter 5, the possibility to use 
OPNET Modeler as a basis for a new intersystem-interference analysis tool is investi-
gated and it is concluded that this is possible if simplified models of the intersystem in-
terference on platforms can be used. In chapter 6, the publications within the project are 
listed. The conclusions are summarized in chapter 7 and suggestions for further work are 
given in chapter 8. 
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2 Interference Temperature and link analyses 
2.1 Background 
The emerging Software Defined Radio technologies will be an enabler for a new genera-
tion of dynamic flexible wireless systems. It will also open up the possibility of allocat-
ing frequencies in a more dynamic way than today. From an EMC point of view this can 
cause unforeseen interference problems to occur due to the increased complexity in such 
future applications. In a dynamic spectrum allocation context, a measure indicating 
whether or not a frequency band is possible to use from an electromagnetic interference 
point of view, must be found. The Federal Communications Commission (FCC) has pro-
posed a measurement of the total interference power within the receiver band, expressed 
as noise temperature (interference temperature), as a practical decision metric for this 
problem. One difficulty with such approach is that the interference impact on modern 
digital communication systems from an interference signal does not only depend on the 
power but also on the actual waveform of the interference signal. Thus, only using the 
power of an interference signal to determine the impact on a digital communication sys-
tem, can give large errors in terms of interference impact. In this report, however, we 
introduce a quality measure of the interference temperature approach which makes it 
possible to adjust for the interference-waveform properties so that the measured total in-
terference power can be used as the desired decision metric in future applications. 


2.2 Introduction 
The background of the Electromagnetic Compatibility (EMC) area may be found in the 
1920s, when broadcasting services started to reach the general public. Quite soon it be-
came evident that control of the generation of electrical noise and similar man-made dis-
turbances was essential in order to guarantee a good quality of the new broadcasting ser-
vices. However, imposing limitations on electrical equipment and household appliances 
could cause trading problems if different countries applied significantly different norms. 
This problem was soon realized on national levels, which led to the foundation of the 
International Special Committee on Radio Interference (CISPR). The International Elec-
trotechnical Commission (IEC) and the International Telecommunication Union (ITU) 
were cofounders [1]. The first standard produced was at a national level when the BS613 
(1935) concerning components for radio disturbance suppression devices was published 
in England. In 1937, the BS727 concerning characteristics of an apparatus for measuring 
of radio disturbance was published. This standard had a major impact on the standardiza-
tion work within CISPR. Since then, the EMC area has however been undergone tre-
mendous growth with the birth of a large amount of sub areas. Today the EMC area is a 
well-established engineering and scientific domain all over the world. However, current 
emission standards and interference-avoidance policies are still based on knowledge and 
principles of the impact on analog services from electromagnetic interference. In the near 
future it is highly probable that radio interference issues once again will lead to a rapid 
evolution of some research domains within the area of EMC. One such domain is closely 
related to the on-going development of dynamic flexible wireless networks, or software 
defined radios (SDR) based on software communication architectures. SDR is a key ele-
ment in the design of future wireless networks providing a lot higher level of flexibility 
than today. One development path within SDR is Cognitive Radios (CR). Cognitive Ra-


 11







FOI-R--1868--SE 
________________________________________________________________________ 


dios are “smart” radios that easily adapt to their operating environment, seizing spectrum 
bandwidth whenever it becomes available.  
 
Existing methods for intersystem-interference analyses are focused on single wireless 
transmission/receiver links but in the future methods to predict and analyse effects on 
higher levels in the networks and systems are needed. Furthermore, methods to perform 
some of these analyses on line in dynamic flexible wireless systems must be developed. 
We are here facing the problem of dynamic interference control or dynamic interference 
avoidance. A key issue in future dynamic and flexible wireless applications is the ability 
to consider the total electromagnetic interference within the receiver band of the wireless 
communication system. Methods considering the total interference environment must be 
developed for instance in order to allocate frequency spectrum dynamically on demand.  
The Federal Communications Commission (FCC) has initiated activities to examine a 
more quantitative approach to spectrum management with the goals of providing radio 
service licensees with greater certainty regarding the maximum permissible interference 
present in the frequency bands in which they operate. Furthermore, possibly allowing 
more opportunistic access to the spectrum by unlicensed devices. The FCC has released 
a Notice of Inquiry and Notice of Proposed Rulemaking [2] seeking to use an "Interfer-
ence Temperature" model for quantifying and managing radio frequency interference. In 
contrast to the Commission’s current method, which is based on transmitter operations, 
the interference temperature metric focuses on the actual Radio Frequency (RF) envi-
ronment surrounding receivers. Under this approach, new devices would be permitted to 
operate in a band if their operation does not cause overall emissions in the band to ex-
ceed a pre-set limit. One difficulty with such approach is that the wave form, not only 
the power, of an interfering signal can significantly affect the performance of a disturbed 
system. This is a well-known result in earlier intersystem-interference research.  
 
In this report, however, we introduce a quality measure of the interference temperature 
approach which makes it possible to adjust for the interference-waveform properties so 
that the measured total interference power can be used as the desired decision metric in 
future applications. We show that it is possible to relate the Impulsiveness Ratio, of an 
interference signal, to the error introduced only using the total interference power in per-
formance estimations on digital communication systems. An Impulsiveness Correction 
Factor (ICF) is introduced and proposed as a quality measure for the approximate 
method of the interference temperature. It is shown that with this ICF it is possible to use 
the total interference power as a decision metric and correct for the performance errors 
introduced.  


2.3 Digital Communication systems and pulsed interference 
The performance of a digital communication system subjected to periodic pulsed inter-
ference is analyzed in [5] for pulses with a pulse width less than the symbol time of the 
digital communication system. In Fig. 2.1 the BEP as a function of the signal-to interfer-
ence ratio (SIR) is shown for different pulse repetition frequencies (RS is the symbol rate 
of the digital communication system). The modulation scheme in Fig. 2.1 is Binary 
Phase Shift Keying (BPSK). The SIR is the ratio of the symbol power and the interfer-
ence power within the bandwidth of the digital communication receiver. The signal-to 
noise ratio (thermal receiver noise) is 12 dB in this figure. The BEP for the pulsed inter-
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ference is compared to the BEP for Gaussian noise (Additive White Gaussian Noise, 
AWGN). The modulation scheme in Fig. 2.1 is Binary Phase Shift Keying (BPSK) The 
SIR is the ratio of the symbol power and the interference power within the bandwidth of 
the digital communication receiver. The signal-to noise ratio (thermal receiver noise) is 
12 dB in this figure. The BEP for the pulsed interference is compared to the BEP for 
Gaussian noise (Additive White Gaussian Noise, AWGN). As seen, the BEP for pulsed 
interference differs from the BEP caused by the AWGN. However, the largest difference 
in SIR for a constant BEP is 7.5 dB for a shift in pulse repetition frequency fp with one 
decade. The analytical proof for this is shown in [2]. In [5] it is also shown that this be-
haviour is true even for other digital modulation schemes. From Figure 2.1 it is obvious 
that only using the interference power to predict the  
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Figure.2.1: Pulsed sine wave versus Gaussian (AWGN) interference on digital commu-
nication systems if the disturbance-pulse width < symbol time of the communication sys-
tem. 
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Figure. 2.2: Pulsed Gaussian (AWGN) interference on digital communication systems if 
the disturbance pulse width > symbol time of the communication system. 
 
impact on a digital communication system can give large errors since the impact is 
strongly dependent on the waveform properties of the interference signal. These errors 
can be in the order of several magnitudes or up to a factor 10000 with respect to esti-
mated BEP. If the pulse duration is greater than the symbol time of the digital communi-
cation system, the expression for the bit error probability is considerably easier to derive 
since we can model the situation as a two-state model where one state is when the inter-
ference pulse is present and one state is when we only have thermal receiver noise pre-
sent. The bit error probability Pb for BPSK will be 
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where is the energy per data bit and  is the single-sided power spectral density 
[W/Hz] of the internal noise level in the receiver. As seen in Figure. 2.2, equation (1) 
will also give a 7.5 dB shift when the pulse repetition frequency is shifted one decade. 
The difference for pulse widths > symbol time is that the BEP curves for the different 
pulse repetition frequencies are horizontally shifted a few dB compared to the curves for 
smaller pulse widths.   
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2.4 The impulsiveness correction factor (ICF) for pulsed interference 
 
A well-known measure of the impulsive properties of noise is the Impulsiveness Ratio 
(IR) [6]. The impulsiveness ratio IR is defined as 
 
 


                                                           
averageV


V
IR RMSlog20= ,            [dB]                                    (2.2) 


 
where  and are the root-mean square and time average values of the envelope 
of the output of the IF (Intermediate Frequency) filter of a measurement receiver. For 
periodic pulses with pulse repetition frequency  passed through an IF-filter with band-
width W


RMSV averageV


pf
IF, the IR is [19] 
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By inspection of Figure 2.1, the ICF can approximately be expressed as 
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By using the common approximation SIF RW ≅  we can combine equation (2.3) and (2.4) 
so that 


                                                         IRICF
4
34 +−≈ ,      [dB]                                    (2.5) 


 
Thus, by knowing the Impulsiveness Ratio we can determine how much, in terms of SIR, 
the measured interference signal differs from a Gaussian distributed signal causing the 
same bit error probability at the victim, see Figure. 2.3. It should be noted that the inter-
ference power measurements should be done with the same bandwidth as the digital 
communication system of interest. Applying Equation (2.5) even for pulse widths > 
symbol time will introduce an error in SIR in the magnitude of a few dB. However, if 
one are looking for a simple rough correction this will reduce the error in BEP from sev-
eral magnitudes to about one magnitude, despite this error in SIR. Thus, even in this case 
a considerable improvement is gained. 
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Figure 2.3: How the ICF can be used to adjust the interference temperature measure-
ment to the corresponding value for a Gaussian noise interference signal.  
 


2.5 Digital Communication systems and mixed interference signals 
The performance of a digital receiver has been investigated for different types of inter-
ference signals. The communication system use binary phase shift keying (BPSK) and 
the interfering signals are pulsed signals, modulated signals or a mix of these. Simula-
tions have been performed in Matlab. To limit the simulation time the simulations are 
aborted when a bit error rate of about 10-6 is reached. All signals are simulated with 10 
samples per bit time. The signal to noise ratio (SNR) is 12 dB.  
 
In Figure 2.4 the bit error probability (BEP) from simulations with different kinds of 
pulsed signals is shown. Three different kinds of pulsed interfering signals are simulated; 
a signal with periodic pulses and positive real amplitude, a periodic pulse with random 
phase and a pulse with random arrival time and random phase. All the pulsed signals 
have a pulse duration, Tp, of 10 % of the bit time, Tb. The periodic pulses in the figure 
have a pulse repetition time, Tr, of 100 times the bit time, whereas the pulsed signal with 
random arrival times is modeled as a Poisson process with rate 1/Tr. In the case of pulses 
with random arrival time the pulses can overlap each other. In Figure 2.7 the pulses with 
real amplitude yield the highest BEP since they are assumed to have the same phase as 
the communication signal.  


Measured SIR Corresponding SIRG


ICF 


Impulsiveness Correction Factor (ICF) 
The ICF tells us what SIRG our measured 
SIR corresponds to, in terms of bit error 
probability,  if the interference signal was 
Gaussian noise (AWGN). 


Error in BEP 
If the ICF is 
not used 
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Figure 2.4: BEP for different kinds of pulsed signals. 


 
In Figure 2.5 the impact of pulses with different pulse repetition times are shown. The 
results from the simulations are comparable with the analytical curves in Figure 2.1. The 
simulated pulses have random arrival time and a random phase. For low SIR values the 
BEP reaches a maximum that depends on the pulse repetition time for the pulsed signal, 
i.e. when a pulse is present in a bit the probability of an error is ½ and the maximum 
BEP is hence given by ½/Tr (valid if the pulse duration is shorter than the bit time). This 
behaviour can be seen in Figure 2.5 as different plateaus for the maximum BEP depend-
ing on the different pulse repetition times. For high SIR values the BEP depends only on 
the SNR value and hence only on the noise and the type of interference does not matter.  
 
When approximating the pulsed signal the most important region is when the interfer-
ence is not so strong that it yields the maximum BEP but still have an influence on the 
BEP. In Figure 2.5 it can be seen that using the AWGN approximation for a pulsed sig-
nal, when the BEP from the AWGN approximation is lower than the maximum BEP for 
the pulsed signal, yields an underestimation of the BEP. The size of the underestimation 
depends on the pulse repetition time of the pulsed signal and the largest difference in 
BEP performance from the AWGN-approximation is for the pulse with the largest pulse 
repetition time. The impact of an interfering BPSK modulated signal is also shown in 
Figure 2.5 as a reference. The BPSK modulated interfering signal is assumed to not be in 
phase with the communication system and hence have complex amplitude. The BEP for 
the BPSK signal is overestimated by the AWGN approximation if SIR is over 0 dB. 
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Figure 2.5: Bit error rate for different kinds of interfering signals. 


 
Signals that consist of a number of pulsed signals have also been simulated. The power 
of the interference is equally divided between a number of independent pulsed signals. 
The interfering signals are pulsed signals with random arrival time according to a Pois-
son process with rate 1/Tr. All the combined signals have the same pulse repetition times, 
Tr = 100·Tb. The BEP performance is shown in Figure 2.6. 
 
In Figure 2.6 it can be seen that the biggest risk of underestimating the BEP with the 
AWGN approximation is for the case when only one pulsed signal is present. The BEP 
curves differ the most from the AWGN performance for the cases with few interfering 
signals that share the energy. When the interfering signal constitutes of many pulsed sig-
nals the BEP performance is more like the performance from AWGN.   
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Figure 2.6: BEP for signals consisting of a different number of pulsed signals. 


 
A mixed signal consisting of a BPSK signal and a pulsed signal is also investigated. The 
effects of the distribution of the total signal energy are investigated, i.e. the both signals 
have the same energy (half of the total each), the BPSK signal have ¾ or ¼ of the total 
energy.  
 
In Figure 2.7 the BEP for different interfering signals is shown. The BEP performance is 
shown for an interfering BPSK modulated signal and a pulsed signal with a pulse dura-
tion that is 10% of the bit time and a pulse repetition time of 100 times the bit time. In 
the figure the performances for the mixed interfering signals are also shown. The pulsed 
signal have a BEP behavior that differs most from the AWGN approximation. When the 
BPSK part of the mixed signal is ¼ the performance differs only slightly from the pulsed 
signal except for low SIR values. When the BPSK part of the mixed signal increases the 
BEP curve gets closer to the performance from AWGN. This is in accordance with that 
the BEP from an interfering BPSK signal is lower than the BEP from an interfering 
pulsed signal for the same SIR for intermediate SIR values. For low SIR the resulting 
BEP is higher for an interfering BPSK signal than for a pulsed signal. This effect can 
also be seen in Figure 2.7 for low SIR values where the BEP performance is dominated 
by the BPSK part of the signal. However, for intermediate SIR the pulsed signal have a 
large impact on the BEP performance even when the BPSK part of the signal is ¾.  
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Figure 2.7: BEP for signals mixed of a pulsed signal and a BPSK modulated signal.  


 
2.6 The impulsiveness correction factor (ICF) for mixed interference 
In this section the use of the impulse correction factor (ICF) for different types of inter-
ference is investigated. The impulsiveness ratio (IR) can be calculated with equation 2.3 
for a pulsed signal and the corresponding ICF can be calculated with equation 2.4. These 
calculated values for the pulsed signal are hereafter referred to as theoretical values. The 
IR and ICF can also be estimated from signals according to equations 2.2 and 2.5. From 
the BER curves for different types of signals a “desired” ICF value can be determined, 
see for example the ICF in Figure 2.3.  
 
The ICF for a signal can be estimated using the average- and RMS-value of the signal 
using equation 2.2 and 2.5. The ICF is estimated in the receiver after the signal is inte-
grated over a bit time. The ICF where estimated for sequences of length 100 000 bits and 
with 10 samples per bit.  
 
The IR and ICF values for different types of pulsed signals are shown in Table 2.1. The 
theoretical values are calculated from equations 2.3 and 2.4. The estimated values for the 
both types of periodic pulses, with positive real amplitude or random phase, show a very 
good agreement with the theoretical values. When the arrival of the pulse is random the 
estimates of the IR and ICF have a larger variance but show a good agreement with the 
theoretical values, especially for the cases with large pulse repetition time.  
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Table 2.1: Theoretical and estimated IR and ICF values for different pulsed signals.  


Periodic pulse Random arrival 
time Theory 


Random phase Positive real am-
plitude Random phase Tr/Tb


IR 
(dB) 


ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


1 0 -4 0.00 -4.00 0.00 -4.00 2.68 -1.99 
10 10 3.5 10.00 3.50 10.00 3.50 10.34 3.76 
100 20 11 20.00 11.00 20.00 11.00 20.26 11.19 


 
The ICF can have negative values but should not be used in these cases, since there is 
seldom a need for correcting the SIR value for the AWGN-approximation to a higher 
value. Hence, the ICF of -4 for the pulsed signal with Tr = Tb should not be used as a cor-
rection; compare with the BEP curve in Figure 2.5 where the desired correction is about 
+2 dB.  
 
In Table 2.2 the IR and ICF values are given for signals consisting of many pulsed sig-
nals. The pulsed signals have random phase and random arrival time. The ICF is plotted 
as a function of the number of pulsed signals in Figure 2.11. The ICF values are higher 
for signals consisting of pulses with long pulse repetition time. The ICF is lower for sig-
nals consisting of many pulses and the decrease is quite large when comparing the ICF 
for one pulsed signal with a signal consisting of 10 pulsed signals. From the BEP plot in 
Figure 2.6 desirable ICF values are estimated and plotted as dots in Figure 2.11. When 
the number of pulses is large the difference between the desired and actual ICF-value is 
to large for the use of the approximation. However, for the case with many interfering 
signals the need for an approximation is smaller since the BEP curve is more AWGN-
like, see Figure 2.9. When the number of interferences is small the ICF is a good correc-
tion factor.  
  
Table 2.2: Estimated IR and ICF values for signals consisting of a different number of 
pulsed signals. 


2 pulses 5 pulses 10 pulses 50 pulses 
Tr/Tb IR 


(dB) 
ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


IR 
(dB) 


ICF 
(dB) 


1 1.64 -2.77 1.18 -3.11 1.10 -3.17 1.06 -3.21 
10 7.59 1.69 4.47 -0.65 2.69 -1.98 1.19 -3.11 
100 17.04 8.78 13.11 5.84 10.36 3.77 4.46 -0.65 
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Figure 2.8: ICF as a function of number of pulsed signals with random phase and arrival 
time.  
 
ICF-values estimated from signals consisting of a BPSK-signal and a pulsed signal are 
given in Table 2.3. When comparing the ICF-values here with the ICF values for signals 
containing one pulsed signal it is clear that the BPSK part have a large influence on the 
ICF measure even when the BPSK part of the signal is quite small. This can also be seen 
in Figure 2.9 where the ICF is shown as a function of the BPSK part of the mixed signal. 
When the value on the x-axis is zero the signal only consist of a pulsed signal and when 
the value is one the signal is a BPSK modulated signal. The curves represent different 
pulse repetition times for the pulsed part of the signal. The ICF decrease rapidly when 
the BPSK part is increasing from 0. Desired correction factors estimated from Figure 2.7 
are shown as stars in the figure together with similar results from simulations with other 
pulse repetition times not shown in this report. The difference between the desired values 
and estimated is large for the mixed signals.  
 
Table 2.3: Estimated IR and ICF values for signals mixed of a pulsed signal and a BPSK 
modulated signal.  


25 % BPSK 50 % BPSK 75 % BPSK Tr/Tb IR (dB) ICF (dB) IR (dB) ICF (dB) IR (dB) ICF (dB) 
1 1.21 -3.09 0.90 -3.32 0.50 -3.63 
10 2.87 -1.85 1.30 -3.03 0.47 -3.65 
100 4.69 -0.48 2.24 -2.32 0.84 -3.37 
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Figure 2.9: ICF as a function of the BPSK part of the mixed signal. 


 
It can also be noted that the ICF for a mixed signal are below 0 even when only a rela-
tively small part of the signal is BPSK modulated.  
 


2.7 Conclusions 
The possibility of using the ICF for different kinds of interfering signals is studied. The 
ICF correction factor is derived for a pulsed signal and it is interesting to evaluate the 
validity for different kinds of pulsed signals as well as other kinds of interfering signals. 
The ICF correction factor is useful for different kinds of pulsed signals, such as periodic 
pulses with real amplitude or random phase as well as pulsed signals with random phase 
and arrival time.  
 
For signals consisting of several pulsed signals the ICF correction factor is too low when 
the number of signals is large. However if the ICF is positive the result from using the 
correction is always better compared to not using it. When a pulsed signal is mixed with 
a BPSK modulated signal, the ICF is too affected by the BPSK part of the signal and 
hence yield a correction factor that is lower than desired.   
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3 Interference Temperature and Network Analyses  
3.1 Introduction 
Traditionally the consequences from intersystem interference are often analyzed at link 
level, in terms of signal to noise ratio or bit-error probability in the receiver, see chapter 
2. However, with the development of new flexible radio systems it has been increasingly 
important to be able to analyze the effects of intersystem interference on higher system 
levels. Since the performance on an individual link might no longer be the determining 
factor for the quality that the operator experiences it is important to be able to estimate 
the impact of the intersystem interference on a network, and the services the network 
supports [16]. 
 
To illustrate the effects of intersystem interference on an ad hoc network we study how 
the distribution of Situation Awareness (SA) information is effected by the intersystem 
interference in a tactical scenario.  To get better statistical base for our conclusions we 
also investigate how the network connectivity and throughput is affected by different lev-
els of intersystem interference for a large set of random networks.  
              


3.2 Intersystem Interference model 
The interference source used is a computer satisfying the standard EN55022 class B [45], 
which is the maximum allowed radiated interference limit for information technology 
equipment sold within the European Union. For frequencies above 230 MHz the limit is 
37 dBµV/m in 120 kHz bandwidth at 10 meters distance [2]. The disturbance power, 
PCOTS in the radio receiver can be estimated as [45]:  
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where λ is the wavelength [m], Z0 is the wave impedance for free space (= 377 Ω), p is 
the polarization matching factor 0<p≤1, q is the matching factor between radio antenna 
impedance and load impedance 0<q≤1, G is the antenna gain of the receiving antenna in 
the direction of the disturbance, E(r) is the electrical field strength [V/m] of the distur-
bance at the receiver antenna and r is the distance [m] between the disturbance source 
and the receiver antenna. 
 
In the equation above it is assumed that the electrical field strength is measured or speci-
fied with the same bandwidth, W, as the radio receiver uses. If we assume that the inter-
ference has a constant power spectral density, the spectral density can be expressed as 


                                                                  W
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.                                               (3.2)                           
 
We assume that the field strength decays with a factor 1/r for distances up to 10 meters 
and with a factor of 1/r2 for distances over 10 meters. In the standard the field strength is 
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given at a distance of 10 meters. If we want the field strength at another distance, for ex-
ample 3 meters, the field strength can be calculated as 
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where the limit for the field strength in the standard is 37 dBµV/m. The wavelength of 
the disturbance is the speed of light divided by the frequency of the disturbance. We are 
interested of the frequency 300 MHz, which yields a wavelength of one meter. We also 
assume that p and q equals one. With a bandwidth of 120 kHz and an antenna gain as-
sumed to be one, the power spectral density is obtained as 
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We want to express the noise and interference in the receiver in terms of the noise figure 
F, defined as F=T/T0. The noise figure can also be expressed as F=N0/kT0, where N0 is the 
spectral density of the noise in the receiver and kT0= -204 dBW/Hz. The spectral density 
of the noise N0 is equal to kT, where k is Boltzmanns constant and T is the noise tempera-
ture. A new noise figure can be calculated for the receiver when interference is present. 
This is done by adding the spectral density of the disturbance is added to the spectral den-
sity of the noise so that  
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With the interference present a new noise figure can be calculated. See Figure 3.1 for a 
plot of the power spectral density as a function the distance the intersystem interference. 
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Figure 3.1:  The power spectral density as a function the distance the intersystem inter-
ference 


 


3.3 Radio Network Model 
3.3.1 Link model 
An essential part of modeling an on-ground or near-ground radio network is the electro-
magnetic propagation characteristics due to the terrain variation. A common approach is 
to use the basic path-loss, Lb, between two nodes (radio units). To estimate the basic path-
loss between the nodes, we use a uniform geometrical theory of diffraction (UTD) model 
by Holm [37]. To model the terrain profile, we use a digital terrain database with a reso-
lution of 25×25 m for terrain type and 50×50 m for height data. All our calculations of 
the basic path-loss are carried out using the wave propagation library DetVag-90® [38]. 
For any two nodes (vi,vj), where vi is the transmitting node and vj ≠ vi, we define the sig-
nal to interference and noise ratio (SINR), Γij, here defined as Eb/(N0+NI ) in node vj as  


                                                          ( ) ,
),(bI0 RjiLNN


GPG
Γ ji


ij +
=  (3.6) 


 
where P denotes the power of the transmitting node vi (equal for all nodes), Gi is the an-
tenna gain in the transmitter , Gj the antenna gain in the receiver, N0 and NI is the spectral 
density of the noise and interference respectively, R is the data rate, and Lb(i,j) is the ba-
sic path-loss between nodes vi and vj. We assume that a packet from node vi can be re-
ceived in node vj if SINR is not less than a threshold γ0, i.e. .0γ≥ijΓ  
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3.3.2 Medium Access Control 
In this study we will use a Time Division Multiple Access (TDMA) based Multiple Ac-
cess Control protocol see [40]. TDMA is a static, collision-free, protocol where the chan-
nel sharing is done in the time domain. We choose here to use a node-oriented TDMA 
protocol where the time is divided into time slots, with duration Ts, and each node is as-
signed one or several time slots where it is allowed to use the channel. However, how the 
scheduling is done in a mobile scenario is by itself a research area. The aim here is not to 
investigate how such scheduling of the Medium Access Control (MAC) protocol should 
be done. However, we want a schedule that adapts to the traffic and the network topology 
in order to study the effects of intersystem interference. Therefore, we use a rather opti-
mal method to decide which node may use a certain slot and do not consider the required 
control traffic. According to this method, we determine at the beginning of each time slot, 
which node has the oldest queued packet. This node is then allowed to use the time slot. 
The protocol is also traffic adaptive, i.e. the node is allocated time slots corresponding to 
the traffic load the node is exposed to. For simplicity, the slot assignment in our simula-
tion is centralized [39], there are however ways to distribute the slot assignment, see [40].  
 


3.3.3 Routing Protocol 
To find suitable routes in the tactical scenario we use the Fisheye State Routing (FSR) 
protocol.  The FSR protocol is a proactive link state protocol whose objective is to keep 
control traffic low and still provide accurate information about the routes, see [41]. The 
FSR protocol uses the Fisheye technique, which was originally used to reduce data re-
quired to represent graphical data.  A node's perception of its surroundings, according to 
this technique, is similar to that of a fisheye, where the level of detail is high near the “fo-
cal point” and decreases with the distance from the focal point.  This means that when a 
user packet is sent, the intermediate nodes will have increasingly better routing informa-
tion available as the packet approaches its destination and will use this to gradually im-
prove the route. 
 
To find suitable routes in the random networks we use an optimal minimum cost routing, 
which is here solved with Dijkstras algorithm.  Furthermore we ignore the cost of finding 
the routes. 
 


3.3.4 Distributing SA Information  
In the tactical scenario we choose the implement the SA service with help of  the FSR 
protocol. When using a proactive routing protocol, such as FSR, the nodes continuously 
try to uphold routes to one another. This means that periodically there will be routing 
control traffic flowing through the network, see [43]. An efficient method of distributing 
SA data might thus be to ”piggyback” the SA data onto existing control traffic. Since our 
current implementation of the SA algorithm is not optimised for the used demands on the 
SA service, we choose to ignore the amount of traffic the SA service generates and focus 
on how the connectivity of the network influence the availability of the SA service. 
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3.3.5 Unicast Traffic Model 
In our study of the effects of intersystem interference in the random networks we choose 
to assume unicast traffic, i.e. a packet has a single source and destination. We assume that 
packets of equal size arrive to the network according to a Poisson process, with arrival 
rate λ. That is, on average λ packets per slot arrive to the network. Furthermore we as-
sume that the traffic is uniformly distributed over the nodes, i.e. each node is equally 
probable as source node and each node except the source node is equally probable as des-
tination node.  
 


3.4 Performance Measures 
3.4.1 Tactical scenario 
In the tactical scenario we choose to use the average service availability [39], for the SA-
service as a performance measure. Furthermore we choose to divide the vehicles in two 
groups, one with vehicles less than 3 km away, and one with vehicles more than 3 km 
away.  We also present the service availability for the command vehicles.        
 


3.4.2 Random Networks 
To evaluate the effect on performance from intersystem interference we use the connec-
tivity, ρ [39], and the maximum network throughput, λ* [packets/slot], as performance 
measures. We define the network connectivity as the probability that two randomly cho-
sen nodes can communicate, i.e. there exist a route between them. Furthermore, we de-
fine λ* as the largest input traffic arrival rate for which the network delay is finite, and for 
this measure we can derive an analytic approximation, [44] . 
The maximum number of packets/slot that can be transmitted by node i is µi, which we 
approximate by the fraction of the time slots that are assigned to node i, i.e. 
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where Λi is the number of routes that traverses node i.  
To calculate the traffic load, λi, on node i we note that when the network connectivity is ρ 
there are a total of ρN(N-1) point-to-point connections in the network, where N is the 
number of nodes. Since there are Λi routes that traverses node i and we have uniform traf-
fic we can write λi as 
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The network is stable if λi ≤ µi i. The maximum throughput is reached when the condi-
tion is met with equality for at least one node. The maximum throughput in packets per 
time slot can therefore be written as 
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The maximum throughput can be interpreted as one over the average route length. We 
estimate the network connectivity and the maximum network throughput, for a number of 
independent networks, and denote the estimated average values with ][ρE  and *][λE . 
 


3.5 Simulation Set-up 
3.5.1 Tactical Scenario 
We consider a scenario for a Swedish mechanised battalion. This battalion is simplified 
to consist of one type of communication platform only, a vehicle. Furthermore, we as-
sume that a battalion consists of 6 companies, four tank companies each with 24 vehicles, 
one command and artillery company with 20 vehicles, and one pioneer and support com-
pany with 39 vehicles. Altogether, we then have 155 vehicles, or communication nodes. 
The scenario is drawn up for armed combat on Swedish ground. The tactical scenario and 
details about how the units are moving are described in [37].  
 
In the scenario the task for the mechanised battalion is to strike out a hostile air-landing 
within an area assigned to the battalion, and be prepared to strike out such an air-landing 
in adjacent areas. The area around Skara is selected, where most parts of the terrain are 
rather flat and covered by meadows and groves. First the unit is spread out and grouped 
within the main anticipated drop zone. Thereafter, the anticipated airdrop is found out to 
take place in an adjacent area. This leads to a high-speed movement of the combat vehi-
cles (speed of up to 20 m/s) on roads to the air-landing zone 10-20 km away. 
 
Two types of intersystem interference scenarios have been simulated, one where all 
nodes have intersystem interference, and one where only the command vehicles at battal-
ion and company level have intersystem interference. The values of the parameters that 
are fix under our simulations of the tactical scenario is set according to Table 1. 
 


Table 3.1: Parameters used in the simulations. 
P GT(i,j) GR(i,j) kT0 γ0
50 W 1 1 4 × 10-21 W/Hz 15 dB


 


 


3.5.2 Random Networks 
We have simulated 512 different stationary networks consisting of 16 nodes, uniformly 
distributed over an area of 1·1 km see Figure. 3.2. In the network a number of nodes (0, 4, 
8, and 16) are subjected to intersystem  
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Figure. 3. 2:  One of the 512 different networks. 
 
interference. For each of the 512 networks and each number of interfered nodes the nodes 
with interference are randomly chosen 16 times. For each network we have also chosen 
the transmitter power P  so that the connectivity of the network fulfills our requirements. 
The values of the parameters that are fix under our simulations of the tactical scenario is 
set according to Table 2. 
 


Table 3.2: Parameters used in the simulations. 
 


GT(i,j) GR(i,j) kT0 γ0
1 1 4 × 10-21 W/Hz 15 dB


 


3.6 Simulation Results 
3.6.1 Introduction 
In this section we present the results of our simulations. We first present the results for 
the SA-service in the tactical scenario. We then present our results concerning the net-
work connectivity and throughput for the random networks. 
 


3.6.2 Tactical Scenario 
In figure 3.1 we present the results for the situation where all vehicles have intersystem 
interference and in Figure 3.2 we present the results for the situation where only the com-
mand vehicles have intersystem interferences.  
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In both figures we represent the represent the service availability for vehicles closer than 
3 km away with solid red lines and vehicles more than 3 km away with solid blue lines. 
Furthermore we represent the service availability for the command vehicles closer than 3 
km away with dashed red lines and command vehicles more than 3 km away with dashed 
blue lines. 
 
If we first consider Figure 3.1 we can se that the service availability, as expected, de-
creases with increasing intersystem interferences.  The service availability for the vehi-
cles closer than 3 km is only slightly affected for moderate levels of intersystem interfer-
ences. However, the service availability for the vehicles more than 3 km away is reduced 
even at moderate levels. This difference in manly due to that the service availability  for 
vehicles more than 3 km away is  more dependent on long links which  are more vulner-
able for intersystem interference.      
 
If we compare the service availability for all vechiles in the network with the service 
availability for the command vehicles (dashed/solid lines) we can see that there is almost 
no difference for the vehicles more than 3 km away. However, for vehicles less than 3 km 
away the service availability is lower for the command vehicles than for the average ve-
hicle. This is probably due to the fact that the command vehicles are moving more auto-
nomously than the other vehicles in the scenario, i.e. they have longer links to their 
neighbors.       
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Figure 3.3: Average service availability for vehicles in the scenario where all vehicles 
have the same intersystem interference. The {red, blue} lines represent the average ser-
vice availability for {R < 3 km, R > 3km} in the battalion. The dashed version of the 
lines represents the service availability for the command vehicles. 
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Figure 3.4: Average service availability for vehicles in the scenario when only the com-
mand vehicles have intersystem interference. The {red, blue} lines represent the average 
service availability for {R < 3 km, R > 3km} in the battalion. The dashed version of the 
lines represents the service availability for the command vehicles. 
 
However, the service availability for the scenario where only the commanding vehicles 
have intersystem interfere is hardly affected at all when we increase the intersystem in-
terference, even when we consider the service availability for the commanding vehicles, 
see Figure 3.4. From this we can conclude that even if a vehicle loses links, due to inter-
system interference, the vehicles service availability can be unaffected as long as the ve-
hicle is connected to the network by other links.  However, it is likely that the total net-
work capacity is affected in a negative way by the intersystem interference. So if we also 
considered the network capacity the SA service would probably be affected in a negative 
way by the intersystem interference. 
 
From Figures 3.3 it can also be seen that when there is intersystem interference at all 
nodes, the average service availability varies more rapidly with the interference level. In 
the latter case it requires approximately 5 dB change in the interference level to cause a 
25% units change of the average service availability. To obtain a level of 10 percent 
units the uncertainty in SIR must be below approximately 2-3 dB. In figure 2.1, it is 
shown that the difference in SIR between an AWGN and a pulsed signal can be 20 dB 
for a constant BEP. The conclusion is that if the Gaussian approximation is used for 
pulsed interference without any correction for the waveform properties, the error in the 
estimated average service availability can be in the order of 90% in that case. With use 
of the ICF, the error in interference level can be reduced to a few dB which gives an er-
ror in average service availability in the order of 10-20% if there is intersystem interfer-
ence at all nodes.    
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3.6.3 Random Networks 
To get better statistical base for our conclusions we will now study how the network con-
nectivity and throughput is affected by different levels of intersystem interference for a 
large set of random networks. Two cases are investigated, one where the network always 
is connected and one where the network falls apart.  
 
For the case when the network is connected the network connectivity is always one for all 
levels of interference and number of interfered nodes (hence, not shown in a figure). In 
Fig. 2 the estimated average of the maximum throughput, *][λE , is shown as a function of 
the spectral density of the interference, NI. The blue line is the reference system with no 
intersystem interference and the cyan line is when all nodes in the network have intersys-
tem interference.  
 
When the interference level increases there are fewer links and hence longer routes, 
which leads to lower throughput. When the number of nodes with interference goes from 
0 to 4 the effect on throughput is larger than for the case from 4 to 8. This depends on the 
different route lengths before and after more nodes with interference are added. With no 
intersystem interference the network is highly connected with short routes and hence 
there are not many alternative routes with the same length, e.g. there is only one route 
between two nodes with length one. In the case when we have 4 nodes with interference 
the routes are longer and there are probably several routes with the same length. Hence, 
the first nodes with interference that are added cause the largest decrease in throughput. 
 
In the second case we have a network that is barley connected, i.e. even a low interfer-
ence will result in that the network falls apart, see Figure. 3.5, where the estimated net-
work connectivity E[ρ] is shown. In Figure 3.6 we can observe that the connectivity for 
networks where all nodes have interferences decreases to zero when the intersystem inter-
ference level increases, i.e. the networks fall apart completely. However, when only 4 or 
8 nodes have intersystem interference the estimated network connectivity decreases 
slower because the network forms small subnets that internally are connected by the 
nodes without intersystem interferences. We can also observe that the first nodes with 
interference cause the largest decrease in connectivity in absolute terms. This is probably 
due to that if the network falls apart in two equal parts the network connectivity is ½, 
while if the network falls apart in 4 equal parts the network connectivity is ¼. The differ-
ence in connectivity thus gets smaller, in absolute terms, when more intersystem interfer-
ence is introduced in the network. In this case, with a network with low connectivity, the 
throughput increases with increased intersystem interference, since the network forms 
subnets with shorter routes when the 
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Figure  3.5:  Estimated average maximum throughput as a function of the spectral den-
sity of the interference for networks with high connectivity. 
 
 


 
Figure  3.6:  Network connectivity as a function of the spectral density of the interfer-
ence for networks with low connectivity. 
 
network falls apart. As the intersystem interference level increases the subnets gets 
smaller with shorter routes and hence higher throughput. However, it is important to rec-
ognize that all nodes do not share the increase in throughput since the connectivity is 
lower than one. 
 


3.6.4 Conclusions 
In this chapter we have investigated how the SA-service in a tactical scenario is affected 
of intersystem interferences. We have also studied how the connectivity and throughput 
is affected by intersystem interferences for a set of random networks.    
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From the simulations of the tactical scenario we conclude that intersystem interference in 
all units in a battalion can strongly reduce the availability of a SA service. It is also 
shown that intersystem interference that is present only in the commanding vehicles will 
only result in minor changes in the service availability. However, reduction in service 
availability does not only affect the commanding vehicles, despite that they cause the in-
tersystem interference. 
 
Our study of intersystem interference in random networks show that the effect on the 
condition of the network without intersystem interference. For a network that is fully 
connected even with intersystem interference the throughput in the network is decreased. 
In other more instable networks the intersystem interference yields a decrease of the net-
work connectivity, and the network falls apart into subnets. For both cases the largest 
changes often occur when the first nodes are affected by intersystem interference.  
 
Since intersystem interference can affect an ad hoc network in different ways it is impor-
tant to perform network simulations were the intersystem interference is incorporated. 
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4 Effects of Intersystem Interference on Trust in SA Ser-
vices for Mechanized Battalions 
4.1 Introduction 
An important aspect of situation awareness in many real-time environments is the percep-
tion of the environment, such as the position of objects and obstacles relative own posi-
tion, comprehension of the meaning of this information, and projection of events or ac-
tions in the future based on this perception and comprehension (Endley, 1995)[25]. While 
operators in some domains have benefited from advanced sensor and information presen-
tation technologies to enhance the situation awareness of the environment, such tech-
nologies have usually not been available for front-end personnel in the emergencies and 
public safety domain. For example, Fogel et al. (2004)[26] and Lindgren et al. (2004)[30] 
describe how breathing apparatus (BA) rescue personnel currently use verbal communi-
cation to create shared reference points for further orientation and to recover from disori-
entation. When visibility is severely restricted they even prefer to follow internal walls 
using tactile feedback and take each others hand to avoid disorientation.  
 
There is, however, an increased interest in information presentation technologies and po-
sitioning services that allow the rescue personnel to navigate more freely. For example, 
Figure 4.1 shows a helmet-mounted display (HMD) for rescue personnel that is devel-
oped by a research group at UC Berkely (Wilson et al., 2005)[36]. The HMD can be used 
for presenting information such as floor plan, hazards, and location of victims. For further 
support of the situation awareness, a positioning service may also be included based on 
GPS information that shows own and other personnel’s position within the floor plan. 
The current generation of GPS equipment do not function indoors, but recent develop-
ments of signal processing techniques may enable an indoor capability (van Diggelen & 
Abraham, 2001; Dedes & Dempster, 2005)[35][24]. Once indoor GPS equipment is 
commercially available, it can be used to develop advanced positioning services for pres-
entation on a HMD. 
 
The problem when introducing a positioning service for own and other personnel’s posi-
tion is that the digital radio communication for distributing the GPS information may be 
compromised due to intersystem interference. Electronic emissions from other compo-
nents, such as power sources and information technology equipment, may simply add 
noise in the frequency spectrum for radio communication and thereby reduce the com-
munication capability. GPS indoor equipment is particularly sensitive to intersystem in-
terference since 20 dB of the signal strength is lost (Brickerstaff et al., 2005)[23]. With 
severe intersystem interference, the quality of the positioning service may decrease to a 
point that hampers the situation awareness and eventually the user’s trust in the presented 
information. Since intersystem interference can have so dramatic consequences, FOI have 
recently studied the effects of intersystem interference on trust in a positioning service for 
a mechanized battalion. Linder et al. (2004)[16] show that even for modest levels of in-
tersystem interference, there are situations with significant position errors that hamper the 
commander’s ability to control the battalion. Further, the results indicate that intersystem  
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Figure 4.1: a) Position of HMD, b) Concept illustration of floor plan presentation 
 
interference may increase the risk for fratricide, although the risk should be interpreted 
cautiously due to a limited analysis. Although not specifically intended for rescue per-
sonnel, the purpose of this paper is to illustrate the effect of intersystem interference on 
positioning services by refining the results from Linder et al. (2004)[16]. An additional 
analysis was also performed of the special cases when the battalion commander directly 
supports a company commander about where to position individual vehicles. The meth-
odology used may serve as an example for how to investigate the risks for intersystem 
interference in a positioning service for rescue personnel. First, the general characteristics 
of trust are described as a basis for assessing the effects of intersystem interference. 
Thereafter follows the mission objectives and organization of mechanized battalions. Fi-
nally, the current evaluation of trust in the positioning service is described. 


4.2 Characteristics of Trust 
Generally, trust can be considered as a way to reduce the perceived uncertainty in 
whether the information is correct, or a system or another person will perform as ex-
pected (see Luhman, 1980; Lee & See, 2004)[31][29]. Continuously doubting the avail-
able information simply requires too much mental effort and hinders timely actions. Trust 
is a multi-dimensional concept that integrates information from three levels of abstraction 
regarding the system’s support of the operator’s goals: performance, process, and purpose 
(Lee & See, 2004)[29]. The performance level refers to the system’s behavior to support 
the operator’s goals. The process level, on the other hand, refers to whether the system’s 
principles of operation are acceptable. Finally, the purpose level refers to the system’s 
underlying motives and intentions. The abstraction levels are also related so that behavior 
provides information about underlying processes which in turn provide information about 
the underlying motives and intentions. Similarly, knowledge about motives and intentions 
create expectations on behavior. Finally, the user’s perceptions of all abstraction levels 
are integrated into a continuous perception of trust (Muir, 1994)[32]. How robust the per-
ception is depends on the type and number of abstraction levels that are integrated. More 
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abstraction levels improve the robustness. Especially, when there is knowledge about un-
derlying motives and intentions (Rempel m.fl., 1985)[33].  
 
Failure to instill trust is particularly important for a positioning service since operators 
otherwise will likely resort to using voice communication which is viewed as the main 
backup communication system in a mechanized battalion (see Fransson et al., 2002)[28]. 
The problem is that voice communication consumes considerably more bandwidth than 
the digital positioning service. On the other hand, operators may also place too much trust 
in the positioning service if they do not consider uncertainties that may affect perform-
ance. Trust should thus be well calibrated to the actual capabilities for the most efficient 
utilization of the positioning service. Unfortunately, environment, interference, etc. that 
may affect the quality of the positioning service are often not directly observable which 
may reduce the predictability of the communication system.  
 
Since trust is important for many military applications, a research program was recently 
established at FOI (Andersson et al., 2003)[22]. Table 4.1 shows some dimensions of 
trust that were identified in the initial literature survey. Studies at FOI show that military 
operators’ trust is mostly based on the system’s capability which is consistent with avail-
able theories (Thuren et al., 2005)[34]. 
 


Table 4.1: Dimensions of trust 
Level of abstraction Trust dimension 


Capability: Capacity to function in situations that are important 
for the mission  
Predictability: Knowing how the system is going to react based on 
observations and experience  
Reliability: Functionality in difficult and dangerous situations 
Robustness: Ability to function when damaged or distorted 


Performance 


Usefulness: The system’s practicality and applicability 
Dependability: The system’s capability to fulfil its task in situa-
tions where it may be unreliable 


Process 


Understanding: Knowing how the system “thinks” and operates 
Intentionality: The system’s purposes are congruent with the ex-
pectations, that is there are no hidden agendas 


Purpose 


Responsibility: The system is accountable and is not trying to 
blame others or find scapegoats 


 


4.3 Mechanized Battalion 
A mechanized battalion consists of about 1 000 men divided into three or four companies 
where each company consists of three or four platoons of three Combat Vehicle 90, an 
armored personnel carrier (APC), or three Combat Vehicle 122, a main battle tank. Each 
Combat Vehicle 90 carries an infantry group of six soldiers. The main mission objectives 
for a mechanized battalion are to take terrain or strike the opponent, although defense and 
delaying the opponent’s advance are also important objectives. Table 4.2 shows the size 
of the target areas for the most important mission objectives. Clearly, strike against air-
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borne troop is the most challenging mission objective for a communication system where 
the distance between each vehicle is about 3 km to maximize the area coverage. Strike 
against airborne troops usually have less demands on coordination, since it is most impor-
tant to attack the landing zone as soon as possible before the opponent can regroup and 
form coordinated combat units. 
 
The battalion is commanded by the staffs L1, L2, and L3. L1 and L2 use Combat Vehicle 
90’s for the tactical command and control that accompanies the strike movement where 
as L3 is responsible for the strategic planning from containers. Each command and con-
trol vehicle has six seats for the battalion commander, intelligence officer, artillery com-
mander, combat commander, and two assistants. The battalion’s command and control is 
generally directed towards the area coverage of the companies rather than individual ve-
hicles. The company commander provides command and control for the company in a 
time scale of 10-30 s while simultaneously participating in the battle. Finally, the time-
scale for platoon command and control and direct combat is a few seconds. See Linder et 
al. (2004) [16]for more information about mechanized battalions. 
 


Table 4.2: Size of target areas for mission objectives 
Strike Defense Delay of advance Type of unit 
Airborne (km2) With x Depth With x Depth Width x Depth 


Mechanized battalion 500 3-6 x 3 km 5-10 x 3 km 10 x 30 km 
APC company 120 1.0-1.5 km 2-3 x 1 km 2-5 x 10 km 
APC platoon 30 300 m 500 m NA 
APC 10 100 m 100 m NA 
Tank company 120 1.5 km 5 x 1 km 5 x 15 km 
Tank platoon 30 300 m 1 km NA 
Tank 10 100 m 100 m NA 
 


4.4 Simulation of Positioning Service for a Mechanized Battalion 
An area near Skara was selected for a simulation of a strike against airborne troops. In the 
beginning of the scenario, the battalion is spread out to cover the anticipated drop zone. 
Once informed about the specific location of the drop zone, all combat vehicles move at 
high speed towards the drop zone 10-20 km away using available roads. The positioning 
service in this scenario was simulated using a multi-hop ad hoc network (Linder et al., 
2004)[16]. The advantage of an ad hoc network is that no infrastructure has to be pre-
deployed. Instead all nodes coordinate the exchange of GPS coordinates based on when 
the coordinates where measured. Thus, updated positions may be routed between vehicles 
without direct radio contact. The user requirements for errors in estimated position were 
20 m for all vehicles within 3 km, 200 m for all vehicles within 3 to 15 km, and 500 m 
for vehicles beyond 15 km. However, since most vehicles where within 15 km, the 200 m 
requirement was used for vehicles beyond 3 km. The reason for the high demands on po-
sition error for vehicles within 3 km was to avoid fratricide without using a special identi-
fication system. The specific details of the ad hoc network simulation can be found in 
Linder et al. (2004)[16].  
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Four levels of intersystem interference were simulated, 10, 22, 33, and 44 dB, where 10 
dB corresponds to no intersystem interference. The higher levels of intersystem interfer-
ence correspond to having a computer fulfilling the emission level in EN55022 class B at 
distances of 20 m, 10 m, and 3 m. EN55022 class B is the maximum allowed limit of 
mediated emission from information technology equipment sold in the European Union. 
Further, data rates of 0.5, 1.0, and 2.0 Mbit/s were also simulated. Figure 4.2 and 4.3 
shows the effect of 33 dB intersystem interference which corresponds to a computer at 10 
m and a data rate of 0.5 Mbit/s. Only the same level of intersystem interference for all 
vehicles with 0.5 Mbit/s data rate is evaluated in this paper. See Linder et al. (2004) for 
information about intersystem interference only of command vehicles and other data 
rates. The figures show that the network connectivity decreases dramatically with a me-
dium level of interference even at the lowest data rate. The network connectivity is still 
acceptable, however, within the platoons. 


4.5 Evaluation of Positioning Service for a Mechanized Battalion 
Since about 70 % of the voice communication in a mechanized battalion consists of posi-
tion information (Alvå & Palmqvist, 2003), it is not surprising that operators are vary sat-
isfied with the graphic presentation of vehicle positions (Fransson et al., 2002)[28].The 
purposes of the positioning service is to avoid fratricide and to facilitate coordination dur-
ing battle. Avoiding fratricide requires very small position errors of less than 20 m for all 
vehicles that are within the range of direct fire, which is 3 km. There demands on the po-
sition error are less for coordination of vehicles at the higher levels of command, since 
they operate at longer timescales. For example, the battalion command and control is 
more concerned with the companies’ area coverage and a position error of a few hundred 
meters does not matter (Fransson, 2004)[27]. However, in difficult situations the battalion 
commander may want support a company commander about where to position individual 
vehicles. An intermediate level of maximum position error is required in this situation to 
avoid confusion in communication between the battalion and company commander. 
Thus, a positioning service for a mechanized battalion serves at least the following func-
tions: 
 


• Battalion commander’s coordination of the companies’ area coverage.  
• Battalion commander’s support of company commanders about where to position 


individual vehicles. 
• Avoiding fratricide for vehicles within line of sight and range of direct fire. 


4.6 Avoiding fratricide for vehicles within line of sight and range of direct 
fire. 
The purpose of this paper to evaluate how the positioning system supports the battalion 
commander’s situation awareness and trust in the companies’ area coverage as well as the 
direct support of company commanders. More information about avoiding fratricide us-
ing a positioning service can be found in Linder et al. (2004)[16]. A dependent measure 
of the position error for the companies’ area coverage was developed by enclosing the 
combat units in a company within a convex hull similar to those used in SLB, positioning 
service that is being developed for mechanized battalions in Sweden (Albinsson & Frans-
son, 2002)[20]. The hulls were interpolated in small steps to allow more detailed meas-
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urements. The position error in area coverage was measured by finding the point on the 
convex hull for the correct position that was closest to target area in the lower right cor-
ner and measuring the distance to the closest position on the estimated convex hull. Fig-
ure 4.4 illustrates the principle for measuring the position error of area coverage.  
 


 
Figure 4.2: Connectivity of the network with no intersystem interference and a data rate 
of 0.5 Mbit/s. 
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Figure 4.3: Connectivity of the network with 33 dB intersystem interference which cor-
responds to a computer at 10 m and a data rate of 0.5 Mbit/s. 
 
Figure 4.5 shows how the position error of the companies’ area coverage varied over the 
scenario for L1 with 33 dB intersystem interference of all vehicles and a data rate of 0.5 
Mbit/s. The figure shows that the battalion commander has updated position information 
about company A and D for most of the scenario, intermittently loses contact with com-
pany B, and rarely has updated information about company C. A more overall view is 
provided in Table 4.3-4.5 that show how the intersystem interference affect the distribu-
tion of position error in area coverage for the battalion commanders at a data rate of 0.5 
Mbit/s. The tables show a similar distribution of position errors in area coverage for all 
battalion commanders where even 22 dB of can cause position errors that are larger than 
200 m. Only about 2 % of these errors are, however, larger than 500 meters which seri-
ously can affect the battalion commanders’ situation awareness. Although the percentage 
of position errors if fairly small, they occur intermittently which reduces the predictabil-
ity of the positioning service. Further, it becomes increasingly difficult for the battalion 
commanders to maintain situation awareness with higher levels of intersystem interfer-
ence. Almost a third of the position errors are larger than 200 m at 33 dB, and about 80% 
of the position errors are larger than 200 m at 44 dB. The majority of these errors are also 
larger than 500 m. It is therefore doubtful whether the battalion commanders will be able 
to exercise the proper control of the companies at 33 and 44 dB of interference. Finally, 
since L3 is stationery, it is surprising that the position error is  


 43







FOI-R--1868--SE 
________________________________________________________________________ 


Closest to target area 
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Figure 4.5: Position error of the companies area coverage for L1 at 33 dB intersystem 
interference of all vehicles and a data rate of 0.5 Mbit/s. The mean position error over the 
scenario is shown in the legend. The mean position error was calculated by excluding the 
95 % percentile. 
 
Table 4.3: Distribution of position error in area coverage as the percent of time over the 


scenario for L1 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-
ference of all vehicles are shown 10, 22, 33, and 44 dB. 


Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.8 0.2 - - 
22 dB 90.5 5.1 2.7 1.7 
33 dB 57.1 11.1 8.3 23.5 
44 dB 12.0 6.7 6.6 74.7 


 
Table 4.4: Distribution of position error in area coverage as the percent of time over the 


scenario for L2 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-
ference of all vehicles are shown 10, 22, 33, and 44 dB. 


Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.8 0.2 - - 
22 dB 90.3 5.1 2.6 2.0 
33 dB 54.4 13.0 8.5 24.1 
44 dB 11.3 5.4 5.3 78.0 
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Table 4.5: Distribution of position error in area coverage as the percent of time over the 
scenario for L3 at a data rate of 0.5 Mbit/s. The effects of four levels of intersystem inter-


ference of all vehicles are shown 10, 22, 33, and 44 dB. 
Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 


10 dB 99.8 0.2 - - 
22 dB 90.7 5.0 2.9 1.4 
33 dB 55.1 12.1 9.0 23.8 
44 dB 13.2 7.3 7.0 72.5 


 
not worse than for L1 and L2 who follows the companies towards to target area. This 
may, however, be an effect of the initial positions in the current scenario. A dependent 
measure of the position deviation for battalion commander’s support of company com-
manders about the positioning of individual vehicles was developed by measuring the 
difference between the battalion and company commander’s information about the esti-
mated position for vehicles within the company. For example, L1’s position information 
for company A was compared to their company commander’s position information for 
company A, etc. Only combat vehicles were included in the analysis since they are most 
likely the focus of direct support from the battalion commander. Figure 4.6 how the aver-
age position deviation for direct support of each company varied over the scenario for L1 
with 33 dB intersystem interference of all vehicles and a data rate of 0.5 Mbit/s. The fig-
ure shows that the position deviation is particularly problematic for company C and B 
with large deviations during most of the scenario. A more overall view is provided in Ta-
ble 4.6-4.8 that show how the intersystem interference affect the distribution of position 
deviation in direct support of company commanders by the battalion commanders at a 
data rate of 0.5 Mbit/s. The tables are almost identical for all battalion commanders at 10, 
22, and 33 dB of intersystem interference. The tables show that the deviation in estimated 
position is over 200 m for about 6 % of the time at 22 dB of intersystem interference. At 
33 dB of intersystem interference, the deviation is over 200 m for about 30 % of the time 
and over 500 m for about 23 % of the time. At 44 dB if intersystem interference, the dis-
tributions are more polarized which means the units either have contact or are out of con-
tact for a long time. There are, however, also some differences at 44 dB of intersystem 
interference where L2 have smaller deviations than both L1 and L3 which result in about 
10 % higher percentage of errors in the 0-20 m error interval. For L1 and L3, the devia-
tion is over 500 m for about 41 % of the time, where as for L2 the deviation is only over 
500 m for about 33 % of the time. Even only 22 dB of intersystem interference of all ve-
hicles does thus result in differences in estimated position that may create confusion be-
tween the battalion and company commanders about the position of individual vehicles. 
Further, at least one out of three vehicles has a deviation over 500 m at 33 and 44 dB of 
intersystem interference. Such large deviations may clearly affect the possibilities to cre-
ate a shared situation awareness and thus trust in the positioning service. Finally, the 
fewer deviations in the 0-20 m interval for L1 and L3 at 44 dB than at 33 dB of intersys-
tem interference can be attributed to that the deviations are based on estimated positions 
and the non-optimal nature of the routing protocol.  
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Figure 4.6: Average position deviation of L1’s support of company commanders at 33 
dB intersystem interference of all vehicles and a data rate of 0.5 Mbit/s. The mean posi-
tion deviation over the scenario is shown in the legend. The mean position deviation was 
calculated by excluding the 95 % percentile. 
 
Table 4.6: Distribution of position deviation in L1’s support of company commanders as 
the percent of time over the scenario for L1 at a data rate of 0.5 Mbit/s. The effects of 
four levels of intersystem interference of all vehicles are shown 10, 22, 33, and 44 dB. 


Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 82.8 11.4 4.4 1.4 
33 dB 51.1 19.9 6.6 22.4 
44 dB 49.2 6.7 3.5 40.6 


 
Table 4.7: Distribution of position deviation in L2’s support of company commanders as 
the percent of time over the scenario for L2 at a data rate of 0.5 Mbit/s. The effects of 
four levels of intersystem interference of all vehicles are shown 10, 22, 33, and 44 dB. 


Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 83.2 11.1 4.4 1.3 
33 dB 50.9 19.3 6.7 23.1 
44 dB 58.0 5.7 2.8 33.5 
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Table 4.8: Distribution of position deviation in L3’s support of company commanders as 
the percent of time over the scenario for L3 at a data rate of 0.5 Mbit/s. The 
effects of four levels of intersystem interference of all vehicles are shown 
10, 22, 33, and 44 dB. 


Error Interval [m] Level of Interference 0-20 20-200 200-500 >500 
10 dB 99.5 0.5 - - 
22 dB 82.7 11.4 4.8 1.1 
33 dB 48.9 21.9 6.5 22.7 
44 dB 46.1 9.3 3.7 40.9 


 
4.5 Conclusions 
The results confirm the reported effects in Linder et al. (2004) [16], that even for low 
data rates and levels of interference that affect all vehicles, there are situations where the 
battalion commander may not be able to control the companies. The effects are particu-
larly disturbing for direct support of company commanders where a few companies may 
have large deviations for several minutes. While the requirements and also effects of in-
tersystem interference are less for position information about the companies’ area cover-
age, there is a considerable variability that reduces the predictability of the positioning 
service. Especially, since the source of the variability, such as terrain and interference, 
may not be directly observable. When the interference increases further, both measures 
become unacceptable. The large percentage of position errors in area coverage that are 
greater than 500 m means that the position information is rarely updated, at least for a 
few companies. Similarly, the large percentage of position deviations that are larger than 
200 m means that the position information is insufficient for direct support. Higher lev-
els of intersystem interference therefore clearly hamper the battalion commanders’ abil-
ity to control the companies. While the results indicate that higher levels of intersystem 
interference may reduce the battalion commanders’ situation awareness and trust in the 
positioning service, these results need to be validated by asking subject matter experts 
for subjective ratings of how they experience the positioning services on an appropriate 
scale of trust. Further studies should also include a line of sight measure to verify if there 
actually is a risk for fratricide as reported by Linder et al. (2004) [16]. Finally, further 
studies should consider a measure of the intermittent nature of position errors and devia-
tions which may affect the battalion commanders’ trust. 
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5 OPNET Modeler as platform for a future intersystem-
interference analysis tool. 
A feasibility study [18] has been performed in order to investigate if the network simula-
tion tool OPNET Modeler is a possible alternative as a platform for a future intersystem-
interference analysis tool. The conclusion is that OPNET Modeler is an alternative if 
simplified models of the intersystem interference within platforms can be used. Such 
simplified models must be based on a Gaussian approximation of the interference signal 
combined with an impulsiveness correction factor as discussed in chapter 2. If not the 
Gaussian approximation can be used as a simplified model, OPNET Modeler is not con-
venient as a basis for the intersystem-interference analysis tool. However, the impulsive-
ness correction factor makes it possible to use the Gaussian approximation without mak-
ing large errors in the estimated bit error probability. A more detailed discussion is done 
in [18]. 
 


6 Publications within the project 
The project has resulted in a number of publications. These publications are listed below. 
 
Peter F. Stenumgaard, Leif Junholm, “Higher-Order Effects of Radiated Interference - 
Future Challenging Research Domains within EMC in Dynamic Wireless Communica-
tion Networks”, EMC 2005 Zurich, International Symposium on Electromagnetic Com-
patibility, Februari 2005. 
 
Ulf Sterner, Sara Linder, “Effects of Intersystem Interference on a Situation Awareness 
Service in a Mobile Ad Hoc Network”, Proceedings of RVK -05, 14-16 June, Linköping, 
Sweden 2005. 
 
Leif Junholm, Peter Stenumgaard, ” Higher-Order Effects of Radiated Interference - Fu-
ture Challenging Research Domains within EMC in Dynamic Wireless Communication 
Networks”, EMC Europe 2005, Workshop on Electromagnetic Compatibility in Wireless 
Communication Systems, Rome, Italy 19-21 September 2005. 
 
Peter F. Stenumgaard, Leif Junholm, “Higher-Order Effects of Radiated Interference - 
Future Challenging Research Domains within EMC in Future Military Dynamic Wireless 
Communication Networks”, MILCOM 2005, Atlantic City, USA, October 2005, U602-6. 
 
Ulf Sterner, Sara Linder, “Intersystem Interference in mobile ad hoc networks”, EMC 
Europe 2005, Workshop on Electromagnetic Compatibility in Wireless Communication 
Systems, Rome, Italy 19-21 September 2005. 
 
Peter F. Stenumgaard, “A Simple Impulsiveness Correction Factor for Control of Elec-
tromagnetic Interference in Dynamic Wireless Applications”, Accepted for publication 
in IEEE Communication Letters. 
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Peter Svenmarck, Karina Fors, “Effects of Intersystem Interference on Situation Aware-
ness and Trust”, To be presented at EPS, Emergency & Public Safety 
18 - 19 januari 2006, Gothenburg, Sweden 
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7 Conclusions 
Future dynamic wireless applications require the ability to handle the problem of dy-
namic interference control or dynamic interference avoidance. A key issue is the ability 
to consider the total electromagnetic interference within the receiver band of a wireless 
communication system. Methods considering the total interference environment must be 
developed for instance in order to allocate frequency spectrum dynamically on demand. 
Such methods must be of low complexity to be useful in on-line applications so a simple 
but useful method is tractable to find. One such method is to use the total interference 
average power within the receiver bandwidth as a decision parameter to judge whether or 
not the interference level is low enough for using the channel. This method is based on 
the underlying assumption that the interference signal can be approximated as white Ga-
ussian noise within the receiver band. To make this method useful, it is important to be 
able to make some adjustment for the actual interference waveform behind this interfer-
ence power. Since different signal waveforms, given a fixed power, can give consider-
able differences in the bit error probability of the disturbed system, it is convenient to 
add some information that can be used to adjust for the waveform properties of the inter-
ference signal. In this paper we suggest a simple correction factor for the average-power 
approach. This makes it possible to make a rough adjustment for the interference-
waveform properties so that the measured total interference power can be used as a deci-
sion metric in future applications. Some of the most important conclusions in the previ-
ous sections are listed below. 
 


• Since intersystem interference can affect an ad hoc network in different ways it is 
important to perform network simulations were the intersystem interference is in-
corporated. 


• If only the interference power is used for determination of the BEP on a commu-
nication link, the error in estimated BEP for that link can be in the order of a fac-
tor 10000. The largest errors occur if the interference signal consists of pulsed in-
terference. 


• The uncertainty of the availability of the SA service in the network analyzed is 
less than 10% units if the corresponding error in SIR at the node level is less than 
approximately 2-3 dB. 


• By the use of the impulsiveness correction factor, the uncertainty in correspond-
ing SIR can be brought down to below approximately 3 dB for pulsed interfer-
ence signals which means that the Gaussian approximation can be used as a basis 
for the interference analyses at the node level. 


• OPNET Modeler can be used as a possible simulation environment for intersys-
tem-interference analyses if the Gaussian approximation can be used for interfer-
ence modeling at node level. 


• The results in this report confirm the reported effects in Linder et al. (2004) [16], 
that even for low data rates and levels of interference that affect all vehicles, 
there are situations where the battalion commander may not be able to control the 
companies. The effects are particularly disturbing for direct support of company 
commanders where a few companies may have large deviations for several min-
utes. 
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8 Suggested Topics for Future Work 
Based on the conclusions in this report, the following topics are suggested for future 
work: 
 


• Further investigation of how uncertainties in the node/link modeling affect the 
conclusions drawn on the network level. 


• Further investigation of the possibilities/limits of the ICF for mixed signals. 
• Further investigation of how the ICF behaves for systems using forward error-


correcting codes. 
• Development of a reduced intersystem-interference model in OPNET Modeler. 
• While the results indicate that higher levels of intersystem interference may re-


duce the battalion commanders’ situation awareness and trust in the positioning 
service, these results need to be validated by asking subject matter experts for 
subjective ratings of how they experience the positioning services on an appropri-
ate scale of trust. 
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