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1 Introduction 
The ongoing transformation of the Swedish defence from an organization that was 
mainly aimed at coping with an invasion by a mechanized adversary, towards an 
organization that is supposed to primarily handle international Peace Support and 
Peace Enforcement Operations requires new types of information fusion systems. 
Systems designed for gathering and fusing positional and type information of military 
objects such as armoured battle vehicles moving according to an invasion plan could 
certainly be usable in the older scenarios, and was also developed at different military 
research centres, Rasmussen (1998), Ahlberg et al (2004), Ahlberg et al (2006). 
Similar scenarios could still be observed, such as during the war in Iraq, but are then 
an issue for larger military powers than Sweden, e.g. the US or NATO. Sweden, 
today, has a primary focus on coalition operations within NATO/PfP and EU. An EU 
initiative is that of the Battle Groups, i.e., EU coalition Rapid Reaction Forces that 
should be deployable within crisis areas far outside Europe. As Framework Nation, 
Sweden is expected to engage in the 2008 and 2011 Battle Groups organized by the 
Nordic countries, called the Nordic Battle Groups 08 and 11 (NBG08 and NBG11). 
The main tasks are expected to be Peace Support and Peace Enforcement Operations. 
 
What information will be important for the success of such missions? Civilians are 
very involved as actors and/or victims. We are often dealing with ethnical or religious 
conflicts that sometimes have roots far back in time. People today more often live in 
cities or villages which require knowledge of conflict handling in urban and suburban 
areas with its entire infrastructure. Swedish troops may face warlords and irregular 
armies, sometimes remnants of the military organizations of one or several collapsed 
nations. Weapons of different lethality are widespread among people. Lawless 
societies make criminal activities abundant, activities which often finance warlords, 
clan leaders and other parties. Non-Governmental organizations, such as the Red 
Cross or Amnesty International, are often present and pursue parallel aid actions or 
information collection. Furthermore, Swedish troops should cooperate with forces 
from other nations within coalitions, sometimes also with well-behaved regional 
military troops and police forces. Extensive Rules of Engagement (RoE) have to be 
followed and searched for guidance when facing specific situations. The ever greater 
interest in Effect Based Approaches to Operations (EBAO) opens new information 
dimensions, where political, economic, social and infrastructural aspects are 
interwoven with the military goals in order to not only “win the war”, but also “win 
the peace”. The ability to handle all this new information is crucial for EBAO 
missions to be successful.  
 
In the project “Techniques, Methods and Demonstration systems for Information 
fusion” (TMDI) at the Swedish Defence Research Agency (FOI), we are currently 
studying a few more or less mature areas where output typically ranges from 
commercial products to preliminary research results, many of  them that could be of 
help in the above mentioned situations. Some of the areas selected might seem a bit 
unrelated to others, but we regard them all important in typical Operations Other Than 
War (OOTW). The intention with this User Report is to provide a sampling of state-
of-the-art research within these fields. These are mainly related to text mining, 
structuring disparate information using the Wiki technology, some comments on 
uncertainty in ontologies, computer tools for user-centric situational awareness, and 
simulation of crowds and riots in order to analyze methods to control them. Mainly, 
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the subjects are in various ways described by reviewing and commenting upon a set of 
relevant publications from scientific journals, technical magazines, conferences, and 
workshops. 

2 Text mining and structuring 
When preparing a peace-keeping or peace-enforcing mission in a certain area, so-
called Intelligence Preparation of the Battlespace (IPB) before the main troop arrive 
there could render the operation more successful. To understand the cause of the 
conflict, the different parties in it, the culture, religion etc often means to find and 
study information sources in text format, such as from the internet, encyclopaedias, 
newspapers and strategic intelligence reports. This could give an initial “societal” 
Situation Picture (SP), not obtainable using sensors, which of course will contribute to 
the SP by giving information on topography, vegetation, infrastructure and other 
properties detectable by various sensor assets. During the mission, information will be 
collected by the troops by observations, interviews and interrogations, much of it 
disseminated as text. By continuously adding this information to the initial SP, the SP 
could be kept up-to-date. Of course it is necessary to have an effective information 
collection strategy, but it must also be possible to effectively search, collate and 
associate the growing amount of information collected in order not to “get lost” 
among all documentation. This means that effective tools for text mining must be 
present, as well as the ability to store the documents generated during the mission, and 
ability to access the databases and networks where other relevant information is 
available. 

2.1 Keyword search 
The simplest examples of using software to retrieve unstructured information are free 
text search tools, i.e., keyword search. The simplest example of such a tool is the 
built-in search facility in most modern operating systems, such as Windows or Mac 
OS X. Other examples of such tools are most Web search engines, such as Google or 
Yahoo, where different Boolean keyword combinations are used as search criteria. A 
comprehensive list of search tools for web sites and intranets can be found at 
http://www.searchtools.com/index.html.  

2.2 Semantic search 
Another approach to searching documents is to tag all documents in the repository 
with relevant tags which give a semantic meaning to the document, certain 
paragraphs, or sentences in it. Searches can then be made based on these tags, and the 
user can be presented with, for instance, all documents that contain all of a given set 
of tags. Most such techniques rely on taking tags from an ontology that specifies “all 
that is known” about the subject. A problem with this approach is that all users must 
know and agree to use the ontology. It can also be difficult to adapt the ontology to 
new information. There are several approaches that can be made so solve these 
problems. Different ontologies might describe the same or more or less overlapping 
areas, and advantages can therefore be won by trying to integrate overlapping parts of 
ontologies to one single ontology. A review of methods for ontology integration can 
be found in Eklöf and Mårtenson (2006). 
 
Yet another approach is to allow users to use any word or phrase when they tag 
documents; tags are then searched using an ordinary, text-based search engine. This is 
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the approach chosen for several web-sites that rely on collaborative filtering to add 
meta-data to its contents, such as http://www.flickr.com or http://www.deli.cio.us. 
 

2.3 Statistics-based search 
This is a way to analyze the text in documents based on statistical ideas. Tools based 
on this principle can for instance cluster or group documents that have many 
occurrences of a certain word or certain combination of words, such as two or more 
words often occurring close to each other in the text (directly connected, in the same 
sentence, paragraph or document). Documents that are similar in these respects can be 
grouped together. Documents where certain groups of words often occur might have a 
higher probability to contain other interesting groups of words etc. In principle, there 
might be many different types of patterns that can be searched for, and the limits are 
typically set by the implementations of the tools themselves. 

2.3.1 Example: Autonomy 
Autonomy (see http://www.autonomy.com) is an example of a software application 
that does more processing than just simple text search. The software provides an 
integrated framework that allows users to access information through advanced 
searching capabilities. Instead of relying on meta-data that is stored in each document, 
Autonomy uses the full text of the stored documents in searching. It can also search 
simultaneously on the web, and present results from both the internal database and the 
web to the user. 

An important part of Autonomy is the reliance on concepts instead of on specific 
words in searches. This means that a user does not need to list all possible synonyms 
of the word they are looking for. It also means that documents can be retrieved even if 
they do not contain the word the user entered, provided that they do contain a word 
that represents the concept for which the user searched. 

This use of concepts is one of the main marketing points of Autonomy. In their 
publicity material, they do not reveal how they implement this functionality. It is very 
likely that the technique used to implement this is based on so-called Latent Semantic 
Indexing (LSI), see for instance Weiss et al (2004), which is commonly used in text 
analysis and mining software. LSI relies on having a large repository of documents 
which are used to find sets of words that are in some sense similar. The similar words 
are found by applying a transformation to the representations of the documents, 
making an approximation in the transformation, and then transforming back into the 
original representation. The similar words can be taken to represent a concept. It is 
important to note that the concepts found by this method do not need to represent a 
concept that makes any sense to humans. This is because the approximation that was 
performed in the LSI is a purely mathematical operation, which does not use any 
knowledge about the subject area of the documents. 

Users of Autonomy can also benefit from seeing other peoples searches, and can get 
information on what documents other users who performed similar searches chose to 
view. Automatic agents that perform searches at regular times can be set up, so that 
users can be alerted to the presence of new material that is relevant to them. 
Documents in the repository can be clustered, i.e., those documents that are similar to 
each other (as determined by the mathematical representation of the document) are 
shown close to each other in a cluster map. Summaries for each cluster can be 
displayed, allowing the user to quickly get an overview of the information content of 
the repository. The clustering is performed using standard methods from text mining. 
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Autonomy provides functionality that allows it to automatically transcribe TV or 
video. The transcripts can then be used to represent the videos in the repository, so 
that a search can return relevant media clips. An important use of this for command 
and control could be to directly import relevant information from, e.g., CNN into 
MilWikiKB (for MilWikiKB, see section 2.5). This is something that could 
conceivably be tested in the “Demo 06 Höst”-demonstration. Relevant video to import 
could be taken from the media reports that were produced as part of the PSYOPS 
training during the Viking 05 exercise. 

Autonomy also has a solution for handling access rights. Before a user is granted 
access to a document, a check is performed to see whether the user should be allowed 
to view it. It is possible to configure the system both so that the user sees that the 
document exists but cannot access it, or so that the user is not made aware of the 
document’s existence. For intelligence and military applications, this is an extremely 
important feature. 

There is quite a lot of hype surrounding the Autonomy suite of software. Much of the 
company’s marketing hinges on the alleged advanced text analysis features of the 
software, in particular, its use of concept-based search and using information theory to 
determine the most important terms/concepts in a document. The methods used seem, 
however, to be rather standard applications of text mining. What is quite amazing 
about Autonomy is instead the framework that the company has built around the text 
mining methods. The design of the software is completely modular, and it is possible 
to write both import modules that allow it to read new kinds of documents as well as 
tools that use its capabilities, thus providing new kinds of analysis. 

2.4 Some examples of research results and products 
A short and highly readable note by Grimes (2003) provides a brief overview of text 
mining. It discusses the problem of searching based on manual classification using 
tags from an ontology: there is too much data to classify, and it is too complicated to 
learn a general ontology. Instead, by using text mining to cluster similar documents 
and display summaries of them, it is possible to navigate quickly through large 
repositories of documents. The paper discusses the differences in approach between, 
for instance, Autonomy, which uses a completely statistical approach to the data, and 
other software that combines the statistical approach of ”deriving” taxonomies with 
using high-level, manually produced ontologies. 
 
It is worth pointing out that much of the criticisms against using manual classification 
and ontologies are more applicable to general systems that handle information from 
the web rather than the type of specialized information that is most interesting for the 
military. In specific, small domains where it is possible for humans to learn an 
ontology, and where the number of documents is either sufficiently small so that they 
can be manually classified or sufficiently simple so that automatic classification 
works, it will always be better to use semantic search based on an ontology rather than 
”brute force” text mining.  
 
A paper by Noble (2004) discusses some problems inherent to mining the internet for 
open source intelligence information. Such mining can be an important complement 
to other sources of information. Of particular interest is the large number of 
newspapers that also provide web access to their articles. The paper notes that most 



FOI-R—2000—SE 

 10

assessments of the credibility of Humint1 relies completely on the judgment of a 
human analyst, and briefly discusses possible ways of automating parts of this 
process. The author suggests using three principles when assessing the reliability of a 
source: the historical reliability of the source, the consistency of the current report 
with known facts, and the consistency between this report and other reports. The 
paper also discusses how Commercial Off-The-Shelf (COTS) tools can be used to 
gather information from the internet. The paper is interesting, but does not go very far 
in providing information on how to actually implement automatic web mining 
systems. 
 
A more recent paper by Noble (2005), which can be seen as a continuation of the 
preceding one, discusses in some more detail how to obtain information from the web 
and what it might look like. It describes a framework based on COTS software that 
can be used to extract information from the web. The process is semi-automated, and 
”mixed-initiative” in that the computer is used to harvest data from the web and 
perform simple linguistic analysis, while the human operator has the main 
responsibility for assessing reliabilities and fusing information from different sources. 
The paper provides enough information that it would, in principle and provided that 
similar COTS tools are available, be possible to reproduce the analysis. 
 
There are several toolboxes and software environments available on the market or as 
open-source products that address this field. Unstructured Information Management 
Architecture (UIMA), IBM (2006), is an open-source framework for handling 
unstructured information. UIMA is a product of IBM research that has been made 
available as open-source software. The framework can be compared to the 
(proprietary) IDOL framework of Autonomy and allows users to combine modules 
written for different purposes to analyze unstructured information. The framework 
relies on having a common representation of the data. By writing appropriate plug-ins, 
it is possible to analyze different kinds of data, such as text, voice, video, or images. 
The framework also provides the means to perform semantic searches on the data. It 
has so far been used for applications ranging from analyzing medical texts to a system 
for answering natural language questions, PIQUANT. 

2.5 Text structuring: Wiki  
The TMDI project decided to study the Wiki technology as one promising idea to 
collectively structure disparate information as web documents and resources. It was 
tested as one of the information structuring components (called MilWikiKB, Military 
Wiki Knowledge Base) at the “Demo 06 Vår” demonstration in Enköping in March 
2006, Mårtenson and Brännström (2006). Its main use is supposed to be the entering 
of open background information about a crisis before arriving there, and continuous 
updating of information during the operation. An intranet between different staffs, 
intelligence centres and information processing nodes is assumed to be present2. Text 
mining and link analysis tools could further be added to facilitate the structuring 
work, even though that has not yet been the case with the MilWikiKB. 

                                                 
1 Humint – Intelligence originating in information collected and provided by humans. 
2 Because of the aim of wikis is the collaborative entering, structuring and agreement upon information, 
this technology might be of less use in a stand-alone system for handling secret information not 
allowed to be available on an intranet. 
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The first wiki system, WikiWikiWeb, was created by Ward Cunningham in 1995 
(http://c2.com/cgi/wiki). Today many implementations exist, varying from simple 
hacks to full featured content management systems. 

In a recent study by Giles (2006), a selection of Wikipedia articles was compared to 
their counterparts in the highly respected Encyclopaedia Britannica. The average 
number of errors in the Wikipedia articles was found to be four, to be compared with 
three in Britannica (however, Britannica has disputed upon the way the investigation 
was conducted and interpreted). This shows that the constant review by thousands of 
users can be compared to that of a few paid experts. However, even if the Wikipedia 
comes close to a traditional encyclopaedia regarding some quality aspects, its major 
benefit lies in the speed with which articles are updated and new knowledge is 
included. 

2.5.1 Semantic wikis  
The increasing popularity of the wiki concept proves its usefulness as a tool for 
collaboratively creating web documents. However, since the product of wiki 
collaboration is text in natural language, it is only suitable for other people to read; 
support for machine interpretation is poor. To deal with this problem, a number of 
ongoing research and development projects aim at introducing explicit semantics in 
wikis. This is in line with current efforts in developing the Semantic Web (see, for 
instance, http://www.w3.org/2001/sw), an extension of the World Wide Web where 
the content of web-pages are given meaning through the use of standards, mark-up 
languages and related processing tools. 

The first step towards creating a semantic wiki is to give meaning to the links between 
pages. Consider a page describing the life of Shakespeare. The page might contain a 
link to a page about Stratford-upon-Avon, Shakespeare’s place of birth, and to a page 
describing the play Hamlet. In a normal wiki there is no difference in interpretation 
between the two links, they simply connect the different pages. In a semantic wiki the 
links are labelled, often using Resource Description Framework (RDF), a language for 
expressing triplet relations in the form of subject, predicate and object. The subjects 
and objects in a wiki are the interlinked pages and the predicates are expressions 
describing the kind of relations. In the above example, the subject would be the 
Shakespeare page, the object either the page of Stratford-upon-Avon or Hamlet, and 
the predicates are links of the type bornIn or authorOf respectively.  

This kind of tagging enables a computer to process the added link information and 
lays the foundation for more advanced querying of the wiki content. For example, it 
will be possible to ask the wiki for a list of all persons (included in the wiki) born in 
Stratford-upon-Avon, or when reading the Hamlet page, to ask for other works by 
Shakespeare. Pages containing lists with dynamic content can be updated 
automatically instead of manually as is done today in, for instance, Wikipedia.  

In the context of a command and control knowledge base, the semantic features can 
enhance situational awareness. Advanced queries will be based on semantic concepts 
rather than keywords, improving the precision of the information access. For example, 
in a military scenario, it will be possible to ask for all friendly units participating in a 
certain mission in a certain region. In an intelligence scenario, one can perform 
queries like “give me all pages related to a certain person or his/her family”.  

One of the major points of criticism of the Semantic Web is the question of how to 
make people and companies tag their web pages. Even if the mark-up process can be 
made relatively simple, the amount of time to perform the tagging will be 
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considerable. Without any incentives, there is a risk that the glories of the Semantic 
Web will remain a dream. However, the designers of the Semantic Wikipedia believe 
that the large and devoted community of Wikipedia authors will manage the task of 
tagging the Wikipedia, see Völkel et al (2006). Similar arguments can be found in 
Wagner et al (2006), which discusses the possibility of semantic management of very 
large governmental web sites using wiki technology. People in certain positions and 
with certain skills are organized into communities of interests, each of which will be 
responsible for continuously tagging a designated part of the site. Many authors 
sharing the burden of administrating the information will be the mechanism enabling 
large-scale semantic knowledge management. 

2.5.2 Different wiki-implementations 
There are many different implementations of the wiki concept. The most widely used 
is MediaWiki, which was also the choice for implementing MilWikiKB. This 
implementation is used in http://www.wikipedia.org, and is described in detail at 
http://www.mediawiki.org/wiki/MediaWiki.  
 
An interesting and very light-weight implementation is TiddlyWiki 
(http://www.tiddlywiki.com/). This implementation actually does not need a web 
server to run on, since it is implemented completely in JavaScript.  
 
MoinMoin (http://moinmoin.wikiwikiweb.de/) is an experimental Wiki 
implementation that is particularly noteworthy because of its extensibility. It is 
possible to change several of its functionalities without changing the source code. It 
also has some support for WYSIWYG-editing, and provides a simple mark-up-
language for editing pages in the wiki. 
 
There are many more interesting wiki implementations. A listing of many of them can 
be found at http://www.wikimatrix.org/. This site also makes it possible to compare 
several different implementations and to search the implementations based on what 
features one is interested in. 

2.6 Handling uncertainty in ontologies 
Uncertainties in ontologies could have a large impact on tools that rely on them. 
Therefore, it is important to be able to cope with such uncertainties. Uncertainty here 
could for instance mean that there are uncertain relations between concepts (is this 
really a meaningful relation between these two classes), uncertainty of which class is 
a subclass of which, if a class should be a separate class or (perhaps) be merged with 
another one and so on. These are uncertainties that are inherent to the ontology. When 
using the ontology in practice, we normally populate it with instances of the 
concepts/classes. Uncertainties about to which class a certain instance belongs is 
another kind of uncertainty that has to be handled. One example of a practical 
application, relevant to the TMDI project, where such uncertainties could be 
important is social network analysis, Svenson (a) (2006). 
 
This is an area where not much has been published. The subject has generated a lot of 
discussion at several conferences and workshops, but these have not been documented 
in writing. Much of the ideas are about applying Bayesian networks to handle the 
uncertainties. 
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An interesting two-page summary of the area can be found in an unpublished 
manuscript by Kokar and Matheus. It begins by discussing what probability should 
mean in an ontology. Should it be possible to add uncertainty to the presence of 
classes in the ontology or just to relations between classes? In the latter case, should a 
probabilistic weight on the relation be interpreted to imply that the subclass 
“sometimes” (with a certain probability) implies the superclass, or the other way 
around?  
 
There have been some attempts to use Bayesian networks to represent uncertainty in 
ontologies. A criticism of this that is raised in the manuscript is that while Bayesian 
networks are used to encode causal relations, an ontology primarily encodes 
taxonomical relations. In particular, look at the conditional probability P(A|B). In a 
Bayesian network, this is interpreted as  

“there exists a causal relation between A and B 
meaning that B influences A in that whenever the 
value of B changes, so does the value of A.” 

while an ontological relation that B is a subclass of A is interpreted as 
“any element b of B is also an element of A. 

It is not clear that attaching probabilities to these two statements mean the same thing. 
The root cause of the difficulties is that causality is not equivalent to logical 
implication. Consider the logical statement “A implies B”. This statement can be true 
even if there is no causal relation whatsoever between A and B: it might just happen 
that they are both true. An example used by Kokar and Matheus will clarify: they 
consider the statement “If George Bush was president of the U.S. in 2004, then 
Germany is in Europe.” This statement is true, but there is no causal relation in it.  
 
A paper by Cesar et al (2005) presents an extension of the OWL language to handle 
uncertainty in ontologies. The extension uses fragmentary multi-entity Bayesian 
networks to handle the uncertainty. Such a fragment would replace an ordinary class 
in the ontology, and defines both a random variable and its probability distribution.  
The solution is interesting, but seems not to be general enough to sufficiently 
represent uncertainty in relations. 
 
A short working note by Noy et al (2006) from the W3C contains a suggestion for 
how to handle n-ary relations (i.e., relations between n different entities) in an 
ontology. The proposed way is to introduce a new class for each such relation, where 
the new class has links to each of the n classes that should originally interact. For 
example, a relation such as “Christine has breast cancer with high probability” would 
be implemented by adding a new class “Diagnosis relation”. The object “Christine” 
would be linked to this class, which would contain links to objects “breast cancer” and 
“high”. The emphasis in the note is on other important uses of n-ary relations.  It is 
not clear whether a simple solution such as the one proposed here is enough to handle 
all interesting cases of uncertainty in ontologies. The proposed solution would require 
the addition of a large number of extra classes to represent the relations with might be 
associated with uncertainty.   

3 State of the art in user-centric situational 
awareness 

In a sense, almost all research about information fusion deals with user-centric 
situational awareness, since the goal is most often to provide a user with enough 
information so that they can achieve their objectives. Information fusion is commonly 
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partitioned into level 2 (situation assessment), level 3 (impact assessment) and 4 
(adaptation)3. The work performed within the “User-centric situation awareness” part 
of the TMDI project this year relates to all three levels, Svenson and Mårtenson 
(2006), Svenson (b) (2006). In this section, we report on a number of recently 
published papers that are relevant to our work. Quite recently, suggestions have been 
raised to add a fifth level to the JDL model. This level is often called “user 
refinement” and can be seen as adding a human in the loop to the JDL model. Some 
of the ideas suggested in the papers mentioned below can be seen as implementations 
of this fifth level. 
 
Salerno et al (a) (2005) argues for the necessity of having automated situation 
awareness in order to achieve information superiority on the battlefield. They define 
situation awareness as knowing what the opponent is doing and why they are doing it. 
This is consistent with including level 3 fusion as a special-case of level 2 fusion. The 
paper presents two different applications, one based on the build-up to the Kuwait war 
in 1991, and the other a network intrusion example. In both cases, the authors break 
down the situation into events that the system should look for. For example, an 
observation of troops moving closer to the border increases the level of aggression 
that the situational awareness systems believes that Iraq has against Kuwait. 
 
An earlier paper, Salerno et al (2004), by the same authors describes the development 
of the tool in the previous paper and gives some more details about the Kuwait 
application. In comparison to the previous paper, this paper discusses the differences 
and similarities between the JDL model and Endsley’s model for situation awareness 
(see, e.g., Endsley et al (2003)) in more detail. It tries to overlap the differences 
between, on one hand the information fusion community, and on the other hand the 
cognitive community, which starts with the human’s need instead of bottom-up from 
the sensors. The ability to make forecasts regarding future events on the battlefield 
(i.e., to have predictive situation awareness) is a sign of the highest level of situation 
awareness. This is the highest level of situation awareness in Endsley’s original 
model. A later extension of this also includes a level called “resolution”. Users at this 
level of situation awareness are not only aware of the enemy’s plans and intentions, 
but also have a clear idea of what they should do in order to achieve the best possible 
outcome. The framework described in the paper is designed in order to achieve this 
level of situation awareness. In the framework, analysts determine the question of 
interest. Information and data collectors then collect and process data that is relevant 
to the query. Data, however, is not enough: users cannot look at all available data and 
reach conclusions. For this reason, the framework also includes knowledge discovery 
tools that mine the data for interesting information. In fusion terminology, this 
corresponds to finding relations between the objects that were found in the level 1 
processing.  
 
In Salerno et al (b) (2005) possible ways of evaluating the results of the tool described 
in the previous papers are discussed. The paper extends evaluation metrics used for 
level 1 fusion to higher level fusion. Level 2 fusion is distinguished from level 1 by 
the introduction of “artificial” objects, that represent several level 1 objects that were 
determined by the system to belong together. In order to quantify the degree to which 
a level 2 fusion system succeeds in this, the authors propose to use the “data to 
                                                 
3 Level 0 (signal processing) and 1 (object refinement; normally some kind of object detection, 
discernment, tracking and/or identification) are often referred to as “sensor fusion” in contrast to 
“information fusion” for the higher fusion levels. 
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information ratio”, which is the ratio between the number of observations and the 
number of complex entities in the situation picture. This metric tells us how much the 
cognitive load of a human analyst would be reduced by the fusion system. 
The other metrics used are more or less standard extensions of previously known 
metrics. For instance, recall (the number of correct situations divided by the number 
of situations in ground truth) and precision (number of correctly detected entities 
divided by the number of detected objects) are both standard metrics from machine 
learning and data mining. Perhaps the most interesting discussion in the paper regards 
the need for taking account of the costs of different errors in the fusion algorithms. All 
parts of the situation picture are not always equally important. Consider two 
competing fusion systems, one that misses a very important enemy convoy that it 
approaching a target, and the other that misses a neutral convoy that is receding from 
the area of operations. A straight-forward application of the metrics discussed above 
would punish both fusion systems equally, whereas it might be more useful to 
differentiate between them based on the relative significance of the errors they made. 
Since different parts of the situation picture are important to different users, it might 
be best to use different fusion systems (with different strengths and weaknesses) for 
different users, depending on their need. 
 
A paper by Matheus (2005) introduces the SAWA architecture for situation 
awareness. It discusses the need to keep track of a large number of relations among 
entities in order to provide a good enough situation picture to users. Perhaps the 
simplest example of such a relation is given by the force aggregation problem, where 
we determine which objects belong together in platoons, and recursively which 
platoons belong together in companies. There are however many other types of 
relations that are important for situation awareness. For example, the relation 
“threatens” between enemy objects and friendly or neutral objects is important. This 
paper describes the structure of SAWA and applies it to a logistics problem. The 
paper describes the ontology developed and used for this domain. Neither the 
ontology nor SAWA currently handle uncertainties. The logistics planning process 
described in the paper does not use mixed-initiative, it would however be possible to 
expand SAWA to use that. Mixed-initiative approaches to the field are described in 
the next section. 

3.1 Mixed-initiative approaches4 
An article by Allen (1999), which is part of a special section devoted entirely to 
mixed-initiative interactions, gives a readable overview of the subject. Mixed-
initiative interaction is a recently introduced paradigm for systems where several 
agents interact in a flexible manner, i.e., where there is no fixed structure that 
determines whose turn it is to “control” the reasoning process. Most often, such 
systems consist of two agents: a human operator and a computer system that assists 
the human in some task. In principle, the same methods could be used also for 
systems consisting of many computer tools that interact with each other and/or with 
humans. 
 
In mixed-initiative interaction, each agent does what it does best. For instance, a 
human could supply intuition and experience to a planning process, while the 
computer uses its computing power to calculate, e.g., the time needed to complete a 
                                                 
4 For more information regarding this and the state of the art in mixed-initiative interaction, we refer 
the interested reader to a forthcoming FOI-report devoted exclusively to the subject. 
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certain combination of tasks. In some parts of the planning process, it will be the 
human who has the initiative and control, while in others the computer will take over 
and show results to the user. This is in contrast to traditional computer tools for 
planning, which most often rely on the user to specify the problem and then presents a 
complete solution to the user. By combining the strengths of the user and the 
computer and allowing them to reason in dialogue with each other, better results are 
achieved. Many mixed-initiative systems have been implemented for planning and 
logistical processes. One example is the following paper by Smith et al. 
 
Smith et al (2005) presents a system for resource management that is based on mixed-
initiative interaction. The system as presented in the paper allows users to specify 
tasks that should be performed. The application for which the system is intended is 
planning for special operations forces, although the principles and methods introduced 
by the authors could be easily extended to other application areas. The system uses an 
ontology that describes the resources needed to carry out particular missions, and 
allows users to specify constraints on the order in which different tasks should be 
performed. Constraints regarding where a particular resource should be used in order 
to achieve the desired effect are also included in the system. A standard algorithm is 
used to solve the constraint-satisfaction problem that ensues. The user can control the 
process both by specifying missions that should be performed and by editing the 
capabilities and resources that are present. What-if type analyses are also possible to 
perform, by changing the problem characteristics. Similar systems could be developed 
for the Swedish Armed Force’s needs in, for instance, international operations. 
 
Planning of sensor movement and scheduling is a field where mixed-initiative 
approaches have been tested. Mullen et al (2006) discusses the need to control sensors 
based on the needs of the users. It discusses an architecture for information fusion 
which uses a market-oriented approach to determining which requests for information 
should be fulfilled first. The authors argue that in future service-based command and 
control systems, traditional optimization algorithms are of less use than the agent and 
market-based approach presented. The paper presents an architecture for 
implementing a market-based sensor control system on a single platform. The 
architecture uses a sensor manager that receives requests for information/sensor 
coverage from “consumers” (humans or intelligent agents). The requests also include 
a “bid”, stating how much the agent would be willing to pay the broker for the 
information. The sensor manager matches the requests to the available sensor 
resources and performs an auction to determine which requests get satisfied. 
The paper concludes with the results from several experiments, which 
(unsurprisingly) show that it is important to include both the gain in information and 
the utility which the information gives to the mission are important. 
 
An issue of Internet Computing contains a special section on sensor networks. While 
most of the articles in the issue do not use a “user-centric” perspective, the short essay 
by Miller (2006) discusses the important question of how the results from the sensor 
networks should be presented to the user. The article enumerates several important 
things to think about when designing applications, and emphasizes that any successful 
use of a sensor network will require that the analysis and display programs are 
constructed based on what the users of that particular application want to obtain.  
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3.2 Bridging fusion, long term prediction and dynamic sensor 
management  

Kadar et al (2004) describes a system that predicts a future enemy path and uses this 
to determine figures-of merit for dynamic sensor planning. The paper assumes that 
modules for long-term prediction of enemy movements are available, and uses them 
to simulate the results of different own sensor allocation schemes. This could be used 
as a help to a user that must plan resource allocation. A major drawback of the 
approach as presented in the paper is that no consideration is given to the inherent 
uncertainty of predicting the future. The system only considers the most likely future 
location of the enemy, instead of taking all the different possibilities into account 
using some sort of averaging scheme (as in Mårtensson and Svenson (2005)). For the 
application and time-scales considered in the paper, this might not be a severe 
limitation. However, if one tries to extend the ideas beyond the simple application of 
tracking vehicles on a road network on the time-scale of minutes, it becomes 
necessary to include uncertainty handling into the system. 

3.3 Predictive battlespace awareness  
C2 systems must offer well designed tools for making predictions of the situation 
picture. Phister et al (2003) discusses the need for Predictive Battlespace Awareness 
(PBA). Commanders are required to look into the future and plan for what might 
happen. High-level commanders need to see longer into the future than low-level 
commanders need to do, which means that they require different sorts of tools to help 
them. The paper talks about the three different types of command:  

• Command by direction is when a commander has access to the entire 
battlefield and can make personal decisions regarding everything. 

• Command by planning, which is perhaps the dominant method today, relies 
on staff's preparing plans that cover all eventualities and on the troops to carry 
out the plan without delays and difficulties. Since plans can go awry not only 
because of enemy actions (which with some degree of confidence can be 
predicted) but also because of the inherent frictions of war, this method can 
not always work. It requires that we have information superiority, so that we 
know what the enemy is about to do.  

• Command by guidance, in contrast to the other methods, relies on the 
capabilities and initiatives of all participants of the forces. Here, the 
commander decides and communicates the outline and minimum goals of an 
effort. The method places the initiative at the low-level commanders, who 
must use their local situation awareness to out-think their opponents.  

 
As is seen, regardless of command method chosen, it is necessary to predict what the 
enemy will do in the future. The authors point out that it might also be important to 
include what neutral actors of the battlefield will do when making plans. The authors 
present a table taken from a report on predictive battlespace awareness (PBA) by the 
scientific advisory board of the US Air Force. The table, which is reproduced here in 
figure 1, contrasts PBA with the traditional IPB (intelligence preparation of the 
battlefield) process. After this review, the paper goes on to introduce the concept of 
Joint Synthetic Battlespace (JSB) as a simulation environment where commanders can 
train using real equipment. The JSB is also meant to be used online, during a mission. 
In this use, the authors envision a system that simulates possible futures and allows 
commander's to test various courses of actions to see which one is the best.  The paper 
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concludes by listing a number of technological challenges that must be overcome 
before a JSB can be realized. 

 

Figure 1 This figure (from Phister et al) shows the conceptual differences 
between IPB and PBA. 

A paper by Piccerillo and Brumbaugh (2004) deals with the relationship between 
EBAO and Intelligence, Surveillance and Reconnaissance (ISR) operations. It argues 
that one way of creating a link between EABO and ISR is to consider ISR operations 
to support anticipatory (or predictive) battlefield awareness. Instead of reacting to the 
enemy's actions and planning ISR operations in order to get more information on what 
the enemy is doing right now, we need to predict the enemy's next moves, so that we 
can direct our ISR resources to the places where they will be, rather than to the places 
where they are. This means that it is vital to make as good predictions of enemy 
courses of actions as possible. The approach of the paper can thus be seen as 
emphasizing level 3 information fusion over level 2, and in particular to allow level 3 
needs to dominate those of level 2 when it comes to sensor adaptation. Predictive 
battlefield awareness is defined by the authors as the state of awareness achieved and 
maintained by the commander allowing him to correctly anticipate future conditions, 
focus ISR assets so that their capabilities are used in an optimal way, and shape the 
battle space, i.e., force the opponent to take those actions which we prefer them to 
take. Predictive battlefield awareness is a “continuous process providing visualization, 
exploitation, collaboration, re-tasking, processing and dissemination of information to 
the appropriate level in an intensely dynamic environment”. The paper emphasizes 
that some ISR is synchronized with the tempo of the battle, while some are not. Using 
as examples the application of Predator and Global Hawk in Iraq, the authors note that 
switching between these two types of missions can lead to reduced efficiency. To 
alleviate this problem, the authors propose that operators and commanders must work 
closely together in both the planning and execution phases of ISR. Replanning must 
be possible. This leads to high demands for the visualization of the ISR operations, so 
that commander's without detailed expert knowledge can take part in the process. 
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4 Crowd simulation and computerized analysis of 
crowd control 

In typical missions today, Swedish troops must be able to handle riots and be 
successful in crowd control. Therefore, the TMDI project decided as one of its 
activities to use an already developed crowd simulator to study if it is possible from 
crowd simulations to learn how to control a crowd in a certain city environment. 
 
The functionality of the simulation here is aimed to generate a data base over 
simulated riot cases. This is done in beforehand for a specific city or suburb with its 
street and block network, before an assumed critical situation might arise. The 
military tactical commanders, responsible for keeping security, use the generated data 
base with the most similar cases for the on-going situation, and study the predictive 
situation picture given alternative courses of actions.  
 
The problems that we have to solve in order to fulfil this simulation functionality are 
identified as the following ones: 

• An appropriate computer representation of decisions for the genetic algorithm  
• Agent simulation models 
• Level of simulation complexity 

A novelty in our approach is that we combine agent based simulation and genetic 
learning to generate optimal ways to control a crowd: 

4.1 Genetic algorithms for intelligent agent behaviour, 
optimization and crowd control 

4.1.1 What are Genetic Algorithms? 
A genetic algorithm is a method within the field of artificial intelligence for solving 
optimization problems that is based on natural selection, the process that drives 
evolution. Starting from a population of random individual problem solutions, the 
genetic algorithm evolves the population by repeated incremental modifications. At 
each step the genetic algorithm selects at random two individuals from the population 
as parents and uses them to create an offspring for the next generation. Successively 
over time the population evolves towards an optimal solution to the problem at hand. 
This biologically inspired process is a very robust optimization tool suitable for 
difficult optimization problems. 

4.1.2 Optimization and Crowd control 
In the last several years there has been a substantial amount of research on how to 
model crowds and give them complex behaviours using intelligent agents. In spite of 
all this research there is very little work on the subject of crowd control. There is 
some work on using genetic algorithms for adaptation of the behaviour of intelligent 
agents. For instance, Canova and Tyler (1998) describe how the web can provide an 
environment for modelling the adaptive behaviour of humans using genetic 
algorithms, and Mitchell et al (1996) used a genetic algorithm to evolve cellular 
automata rule sets to perform particular tasks. These rule sets guide the behaviour of 
cellular automata and the genetic algorithm was used to adopt the behaviour when the 
problem changed. 
 
Several scientists involved in the “Project Albert” (lead by the US Marine Corps, see 
http://www.projectalbert.org) have also used genetic algorithms for optimization of 
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agent-based behaviour. In a project report Graves et al (2000) demonstrated how to 
use genetic algorithms to improve the rule bases that defines when individual agents 
take various actions in agent-based simulation, for example, when advancing towards 
enemy lines or shooting at enemy soldiers. Dixon and Reynolds (2003) used genetic 
algorithms for peacekeeping scenarios on their Behaviour Action Simulation Platform 
(BASP) for cases where it is anticipated that the model will evolve from one or more 
preceding models. 
 
At the Center for Technology-Enhanced Learning (University of Missouri-Rolla) 
Chaloupek (2003) used genetic algorithms for crowd control in disaster relief. The 
focus is on evolving strategies used by the Police or the Fire Brigade for managing the 
situation when a crowd of people quickly has to evacuate a building. The system 
developed is intended both for evaluation of current methods, as well as to evolve new 
methods for managing the crowd during evacuation. The crowd of people is simulated 
by having a number of intelligent agents, modelling the victims, run around in the 
building. In the building there are sources of danger such as fires that should be 
avoided. The Police or the Fire Brigade use strategies such as putting up barricades or 
directing people away from the scene, to help guide the victims out of the building. 
These are the strategies that are optimized by the genetic algorithm relative the 
building and the situation at large in order to manage the crowd and guide it safely out 
of the building. 
 
If we want to extend the method with replanning capabilities we might use methods 
similar to the sensor scheduling optimization used by Schrage and Gonsalves (2003) 
and combine that with genetic algorithms. 
 
At FOI genetic algorithms have previously been used in evolving rule bases for 
prediction and tactics. Schubert (1996) and Bergsten et al (1997) used genetic 
algorithms for prediction of future events in connection with antisubmarine warfare. 
The prediction is aimed at the next few hours and was intended for the tactical 
commander. They develop a method that can recognize a sequence of incoming 
intelligence reports. The method is based on a comparison with historical data 
material, where prediction rules are evolved by the genetic algorithm using the 
historical data material. Schubert and Jöred (1999) used genetic algorithms in a pilot 
support project to develop flight tactics in beyond visual range (BVR) air-to-air 
combat. 

4.2 Modeling and simulation of riots 
In this part we summarize some of the recent most distinguishing research findings in 
agent based approach for modeling crowds and riots. An agent is everything that can 
perceive using its sensors and act using its effectors. An agent can be an individual or 
a group of individuals, Russel and Norvig (1995). In a simulation, a software agent is 
a representation of real world agent.   
 
Goldstone and Janssen (2005) state: “Agent-based models describe interactions 
among individual agents and their environment, and provide a process-oriented 
alternative to descriptive mathematical models”. Considering the role of agents we 
need different models of agents that are run by the simulation process.  According to 
Jager et al (2001) rioters are seen as a non-homogeneous group.  In their study, 
approximately one per cent of the participants are classed as “hard core”. These 
members frequently survey their surroundings to detect favourable conditions for their 
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actions. The second group, the “hangers on”, consists of approximately ten per cent of 
the total crowd and is similar to the hard core members except that they survey their 
surroundings less actively and frequently. The third and final group, the bystanders, 
make up the rest of the crowd and are present mainly as spectators who are interested 
in what is happening, see also Grieger (2003).  The level of cognition and complexity 
of the agent model description should be conditioned by the role of a real world agent. 
We think that the main effort should be spent on the modeling riot leaders (called 
“hard core” by Jager et al (2001)). 

4.2.1 Conceptual Agent model  
An agent model in crowd simulations could have following properties: 

• Crowd dynamic part (model of pedestrian movement) 
• Interaction part (interactions between protesters, interactions between 

protesters and police forces and environment) 
• Statistical sampling part (setting initial properties of agents from statistical 

distributions) 
 
The first part is the crowd dynamics part. The research of professor Dirk Helbing, 
Helbing and Molnar (1995), has been a guideline for describing how a group of agents 
moves through an environment and interact with each other. According to him, the 
motion of pedestrians can be described as if they would be subject to `social forces'. 
The social force is according to this work as well as Helbing et al (2000) a sum of 
inertial, repelling and attracting forces.  
 
Helbing and Molnar (1995) proposed a model based on physics and socio-psycho-
logical forces in order to describe the human crowd behaviour in panic situations. His 
model describes which forces influence an agent’s movement. The resulting force (as 
well as the change of the agent’s velocity) is a sum of those forces according to the 
formula: 
 
Resulting force on agent = inertia of agent and desired direction during a 
certain time interval  +  ∑fij  +  ∑ fiw. 
 
According to Helbing each agent i in the crowd has got a predefined speed, i.e. the 
desired velocity in a certain direction and to which it tends to adapt its instantaneous 
velocity within a certain time interval (1:st term of the formula), for symbolic 
representation see Braun et al (2003). Simultaneously, the agents try to keep a 
velocity-dependent distance from other agents j and walls w using interaction forces fij  
and fiw (2:nd and 3:rd term of the formula), respectively. 
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Figure 2: An image of Helbing´s Model Simulation. 
 
Helbing’s model generates realistic phenomena, see Figure 2. For example, it 
describes the formation of arcs at the exit and the increasing evacuation time with 
increasing desired velocity as described by Helbing, and Molnar (1995). 
 
Inspired by this work Braun et al (2003) add an “altruism” force in their agent model 
and run comparative simulations. The generalization of Helbing’s model described in 
that work permits simulation of several different populations simultaneously.      
 
The attraction force in Suzić (a) (2006) is dependent on the distance to the agent’s 
places of interest. Those places include meeting points, key buildings and places 
where own (police or military) forces are located. Inertial forces can also be used. 
Helbing’s computer simulations of interacting pedestrians show that the social force 
model is capable of describing the self-organization of several observed collective 
effects of pedestrian behaviour very realistically. Helbings results have been 
submitted to verification and are proven to have high accuracy in crowd modelling. 
 
The second part of the behaviour model is about interaction between different agents 
and objects. In Suzić (a) (2006) agent models were modelled mainly in a simple and 
heuristic manner and additional studies are needed. The idea was that out of many 
small interactions a complex behaviour emerges like in a swarming case, see 
Bonabeau et al (1999). The interaction between rioters and own force is a matter of 
force balance and performance in Suzić (a), (2006). By measuring health status of the 
own force (e.g. heart pulse), rioters level of exhaustion and using performance 
modifier functions, see Cornwell et al (2002), we could obtain a guess on how leaders 
of troublemakers would act. 
 
An agent should apply what it knows about the environment and about the own 
capabilities, desires, and beliefs of other agents when it chooses the (inter)actions that 
it expects will maximally achieve its own effects. Intuitively, an agent is attempting to 
quantify how much better off it would be in a state resulting from having performed a 
given action. In a multi-agent setting, however, an agent usually cannot anticipate 
future states of the world unless it can hypothesize about the actions of other agents, 
see Gmytrasiewicz and Durfee (2000), Brynielsson (2002). This estimation of the 
effects given different actions can be performed by the use of embedded simulations. 
 
The cognitive agent’s models require response curves, see Suzić (b) (2006), that are 
Performance Modifier Functions (PMF) which describe the influence of stress and 
emotions on decision making. Studies by Cornwell and Silverman (2002), for 
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example, show how the presence of chanting and music effects changes response of 
protesters to own actions. PMF could be a guideline for what a group of rioters can 
sustain or not depending on their motivation and emotions. 
 
The third and final part is the statistical sampling part; see Suzić and Wallenius 
(2005).  Given an initial distribution of demonstrators’ positive-negative emotions, 
parameter values for each agent are sampled. Different behaviors of the agents are 
manifested depending on, for example, anger level. This implies that different 
behaviors are triggered and eventually different outcomes (effects) occur at each turn 
of the embedded simulation. Moreover, change of emotional state in a real world 
agent can lead to a change of its role or to a change that greatly affects its behavior.  

4.2.2 Crowd simulation federate 
Petty et. al. (2004) is developing a crowd federate model. An additional requirement 
on a crowd federate model is that it has to be compatible (interoperable) with other 
military systems. According to these authors, “In spite of the military challenges and 
risks imposed by crowds, models of crowds are essentially absent from current 
production for military simulations”. In a white paper, McKenzie et al (2005) call for 
developing a crowd simulation capable of generating crowds of non-combatant 
civilians that exhibit a variety of realistic individual and group behaviours at differing 
levels of fidelity. They provided a summary of crowd modelling from a psychological 
perspective with special attention to military scenarios.  The second perspective of 
their summary was focused on modelling crowds. 

5 Conclusions 
The reviewed material shows a large span in maturity of the different fields. Software 
for text mining and Wikis have been along for quite a while and commercial products 
(mainly text mining) and open source solutions (Wiki servers) are available, each of 
them with their cons and pros regarding the type of information mining and 
structuring they focus on. A through analysis of one’s needs should be done before 
selecting solution. The study of uncertainties in ontologies is a current research filed 
where not very much has been produced. Regarding user-centric situation awareness, 
much has been done in various aspects of the field. In this report we put some 
emphasis on mixed-initiative collaboration for sensor management. Finally, we note 
that simulations of the dynamics of human crowds have been going on within the 
simulation and agent modeling scientific communities for quite a while. In our report, 
we briefly showed a new approach for machine learning via genetic algorithms of the 
most suitable ways to control the crowd behaviour. 
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