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Chapter 1

| ntroduction

1.1 Background

One of the fundamental capabilities in a network based defense is the ability to
quickly acquire and disseminate information from users and other information
sources, e.g. asensor network or an unmanned aeria vehicle (UAV). It is thus
apparent that a robust, high capacity radio network is of paramount importance
for future military operations.

To achieve tactical goals, the radio network must be able to operate with-
out the use of pre-deployed infrastructure. Its deployment must be success-
ful even if it takes place in unknown terrain without any previous network
pre-arrangements. Furthermore, the network should be self-forming and self-
maintaining. To increase robustness, the network can utilize distributed net-
work control. To provide coverage, since military units must be able to operate
even when scattered throughout rough terrain where line-of-sight communica-
tions cannot always be guaranteed, multi-hop communication can be used in the
network. Such networks are often referred to as ad hoc networks.

The network control can roughly be divided into two parts; routing and
medium access control (MAC). The routing protocol finds paths through the
network from source to destination(s), i.e. it finds which units or radio links
should be used to relay the message through the network. The MAC protocol
determines when a certain unit, or a group of units, may transmit radio signals
without interfering with other units communication.

In a mobile network, the available radio links will change over time. If
variable data rates are used, the data rate on a link can be decreased to cope
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with deteriorating channel condition. This means that the link can be used for
alonger period of time, thus decreasing the need for re-routing. Similarly, by
adapting the data rate to be lower on long-range links, users far away can be of-
fered alimited service instead of being disconnected from the network. On the
other hand, some real-time services, such as video, demands high throughput.
By always using the highest possible data rate that the current channel condi-
tions permits, the throughput in the network can be increased and users can be
allowed to use more throughput demanding services. All in al, the ability to
adapt the data rate offers possibilities to increase capacity in ad hoc networks.

1.2 Problem Overview

In some routing protocols, e.g. Ad Hoc On-Demand Distance Vector (AODV,
[1]), and Dynamic Source Routing (DSR, [2]), a route is used until it breaks
or until there has been no traffic to transmit on the route for a certain period of
time. When abreak occurs or anew route is needed, aroute request - route reply
process is initiated and hopefully results in a new route. This type of routing,
i.e. to get routes as they are needed, is called reactive routing.

Another type of routing is proactive routing where each node in the network
continoudly tries to maintain routes to all other nodes in the network. Example
of proactive routing protocols are Fisheye State Routing (FSR, [3]), Destination-
Sequenced Distance Vector (DSDV, [4]), Optimized Link State Routing (OL SR,
[5]), and Topology Dissemination Based on Reverse-Path Forwarding (TBRPF,
[6]).

A problem in routing is route instability (or route oscillation), which means
that the route between a source and a destination oscillates between different
“equally good” paths. This problem can occur in many networks and is espe-
cially prominent in ever-changing networks such as a mobile network. It results
in constant re-routing and hence causes unnecessary routing overhead traffic.

Since a proactive routing protocol typically maintains a much greater num-
ber of routes than a reactive one, the effects of route instability will be much
greater in a proactive protocol. However, a military network must also fulfill
certain demands on e.g. delay, lossrate, capacity, priority handling, and connec-
tivity. This means that the used protocols must be able to give some guarantees
on the Quality of Service (QoS). Due to their on-demand nature, few reactive
routing protocols can give such guarantees. We will thus focus our efforts on
proactive routing protocols in this report. The demand for QoS also affects the
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choice of MAC protocol. To be able to give QoS guarantees, scheduled MAC
protocols such as Frequency Division Multiple Access (FDMA) or Time Divi-
sion Multiple Access (TDMA) are to be preferred. One drawback of scheduled
MAC protocols is that they do not have automatic traffic adaptation. A traf-
fic adaptive MAC protocol is made to perceive changes in the network and to
use this information to re-allocate the channel resources to reduce the effects
of bottle-necks, minimize queues and avoid congestion. Hence, in a network
with varying traffic and limited resources, traffic adaptation is a desired prop-
erty. Traffic adaptation has thus been added to some scheduled MAC protocols,
e.g. in Spatial Reuse Time Division Multiple Access (STDMA, [7]). A traffic
adaptive MAC protocol is unfortunately more susceptible to the effects of rout-
ing instability than a protocol with no adaptation. The constant route changes
brought on by routing instability also changes the traffic in the network. This
causes a need for constant changes in the allocation of channel resources and
hence an extra overhead due to the traffic generated from the MAC protocol.
In this report we try to increase the route stability, and thus reduce this MAC
adaptivity overhead, by introducing routing hysteresis. This means that a new
route must improve the old one by at least a threshold value before the new
route is used. As route cost, both shortest path routing (i.e. the best route is
the one with the fewest hops) and variable data rate routing (i.e. the best route
is the one with the highest capacity) have been used. Furthermore, the effects
of different sized thresholds on route cost, route length, and the resulting traffic
changes in the network are investigated. We will here focus on scheduled, traf-
fic adaptive MAC protocols since we want QoS and are interested in cross-layer
issues involving routing and MAC protocols and the information used by these
protocols.

1.3 Previous Work

In [8], it is shown that the introduction of Intelligent Route Control (IRC) sys-
tems can increase the risk of routing and traffic oscillations in a network. The
paper further proposes to solve the problem by estimating the available band-
width and introducing a random component in the route switching decision or
time scale.

Routing instability can also result from the use of traffic adaptive routing
protocol with congestion control since the traffic adaptation and the congestion
control might try to cancel each other out. Thisissue is addressed in [9] where
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a solution for traffic adaptive routing protocols with the so-called “min-max”
property is suggested. It however, excludes algorithms that use link weights.

In [10], the instability effect of “greedy” route selection (i.e. always chos-
ing the route with the most available bandwidth) on overlay network routing is
restrained. The proposed solutions are; randomization of route selection, us-
ing arouting hysteresis threshold (improvement in available bandwidth), and an
increase in the time between re-routing considerations. Randomization yields
a significant decrease in lossrate. The appropriate values for the hysteresis
thresholds can be very dependent of the system parameters and it is suggested
that these should be determined dynamically.

1.4 Contribution

We suggest a method using routing hysteresis to reduce the overhead generated
by traffic adaptive MAC protocols. The method works for link weight routing
algorithms as well as other types of agorithms for both networks with a fixed
data rate and when variable data rates are used. Furthermore it is easily imple-
mented, it reduces the number of re-routings, the routing overhead, the need for
traffic adaptation, and the MAC overhead. If appropriate thresholds are chosen,
it results in improved behaviour in two of the OSI stacks layers as well as links
the routing and MAC protocols closer together.

1.5 Outline

In Chapter 2 we give amore detailed description of the routing instability prob-
lem, its effect on routing and MAC overhead, and the used thresholds. We also
describe the modifications necessary to use thresholds in a routing protocol.
Chapter 3 describes the simulation set-up, and our results. Our conclusions are
discussed in Chapter 4 and our ideas concerning future work are presented in
Chapter 5.



Chapter 2

Hysteresis

Hysteresis is a property of systems (usually physical systems) that do not in-
stantly follow the forces applied to them, but react slowly, or do not return com-
pletely to their original state: that is, systems whose states depend on their
immediate history [11].

Most proactive routing protocols, changes aroute as soon asthere is a better
(according to some metric) route available. Some reactive routing protocols
may even change route if there is an equally good but newer route (i.e. aroute
with a newer sequence numbe).

These types of routing protocols are prone to route instability, since the
routes change frequently when something changes in the network. There are
situations where this is a desired behaviour, and it results in a network that is
very responsive to changes. However, there are also many situations where the
behaviour is unadvantageous since it also renders the network susceptible to in-
stability. If a source-destination pair has two or more routes with equal or near
equal costs, the route of choice may start to alternate between these routes,
depending on which route at the moment has the lowest cost or the newest
sequence-number. The network then experiences route oscillations. This result
in an unnecessarily large amount of re-routing and, if a traffic adaptive MAC
protocol is used, large amounts of re-scheduling of the network resources for
very little gain in route quality.

To decrease the route instability, we propose the use of a threshold when
determining if the route should be changed or not. When determining if one
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route is better than another one, there are many metrics that the routing protocol
can use. Hasthe new route fewer hops? More available bandwidth? Higher data
rates? Lower delay? Better signal-to-noise-ratio? Or isit smply newer? Here
we choose to focus on two metrics; shortest path routing, and routing with adata
rate metric. Shortest path routing is the most commonly used metric. The use
of thresholds can however be applied to routing with any other link (or node)
weight metric.

2.1 Shortest Path Routing

Shortest path routing (or minimum hop routing) is the classic routing method;
from all paths that can be found between source and destination, the path con-
taining the fewest number of hops (i.e. message relays) is chosen. Thisrouteis
believed to be the best path possible. In afixed data rate network, this metric
usually results in good routes. A few examples of shortest path routing algo-
rithms are DSDV, AODV, and FSR.

The cost of using a route created by shortest path routing is equa to the
number of hopsin the route, i.e.

Cr= > 1 (21

VlijEUk

where [; ; denotes the link between nodes 7 and 7, and Uj, is defined as the set of
links used in route k. See Section 2.3 and Figure 2.1 for an example.

2.2 Variable Data Rate Routing

In a network where variable data rates are used, it is not only the number of
hops in a route that determines how good the route is. If shortest path routing
isused in anetwork with variable data rates, it will till find the path containing
the fewest hops. This means that no regard will be taken to the data rates on the
links in the path and hence the routing method can not utilize the advantages of
variable data rates. To be able to maximize the path and network throughput, a
data rate routing metric must be used. We here use a metric based on the data
rates of the links included in the route [12]. The cost, (;, of using such aroute
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E

Figure 2.1: Example of a network with multiple data rates.

can then be expressed as

Cy = !

(2.2
Vl; ;€U Rij
where R; ; is the data rate used on link /; ;.
When choosing between several possible routes, the best route (according to
this metric) is found when the cost is as small as possible. A minimized metric
means that a minimum of network resources is used and that the throughput can
be high. It can aso be noted that, for a network with a fixed data rate, if this
metric is normalized by the lowest possible data rate Ry, it is identical to the
minimum hop metric.

2.3 Exampleof Route Costs

To illustrate, let us study an example of route costs for a network with variable
data rates. We can see how the resulting routes differ, depending on the used
metric.

Node A wants to transmit a packet to node D. As can bee seen in Figure
2.1, there are four possible routes; Uy = {A, B,C,D}, Uy = {A,E, D}, Us =
{A,B,E,D},and U = {A,E, B,C, D}.

If shortest path routing is used, the cost Cj, of using these routes is 3, 2, 3,
and 4 respectively. Since (5 isthe smallest, route U, will be chosen.

However, thelinksin the network have different datarates. Thelonger links,
i.e. thelinks iy g and I p, have adatarate of 5 Mb/s. Thelink Iz  has adata
rate of 20 Mb/s and the other links can maintain adata rate of 10 Mb/s.
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If the data rate metric defined above is used, we get the following route

COsts;
1 1 1 1 6
C — = — — _— = —
1= 2 R, 10710710 20
Vi j:Us

1 1 1 1 1 9
Ci= ), = b=
o Ry 501010 20

Route U7 will then be chosen instead of route Us.

2.4 Routing Hysteresis Thresholds

Introducing hysteresis thresholds in shortest path routing is pretty straight for-
ward: if the new route is © hops or more shorter than the old route, change
route, otherwise keep the old one. The value of © isaways an integer.

The introduction of thresholds is equally easy for the data rate metric. If
the new route is ©® or more cheaper, change to the new route. The choice of
threshold values are however not as obvious as when using the minimum hop
metric.

In Figure 2.2, we can see an example of how hysteresis thresholds work.
There are two routes available between the source and destination nodes; route
A and route B. The threshold, according to some cost metric, is chosen to be 7.
If route A isin use, it will stay in use until route B is T better. Once route B is
inuse, it will stay in use until route A isagain at least 7 better. This means that
we have a“safety zone” of 27 that hopefully will absorb route instability in the
network.

To introduce routing thresholds for any other cost metric can be done in the
same manner as for shortest path routing and data rate routing. How to choose
the appropriate threshold value is another matter, according to [10], the choice of
athreshold for available bandwidth is very dependent of the system parameters.
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Figure 2.2: An example of routing hysteresis where © = Crouten — CRouted
and C}, isthe route cost of route k.
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2.5 Scheduled MAC protocols

Asmentioned in Section 1.2, we here focus on scheduled MAC protocols since
we want to be able to give some QoS guarantees in our network. The most com-
mon scheduled MAC protocols are versions of FDMA and TDMA. In FDMA,
the available frequency band is divided into “frequency dlots’. The slotsisthen
allocated to the nodes (node assignment) or links (link assignment) in the net-
work. Transmission can occur in severa frequency slots at the same time, thus
giving multiple access. In TDMA, the dots are in the time domain instead.
The time dots together form a frame of a certain length. This frame is then
repeated, meaning that a slot alocated to a certain node / link will periodically
be available for transmissions from the node / link.

Initssimplest form, the MAC protocol alocates aslot (time or frequency) to
each nodeif it isanode assignment protocol or each link if it isalink assignment
protocol. This type of allocation is however very rigid. Spatial reuse, i.e. the
possibility to reuse adlot if the nodes or links are so far apart that they can not
cause disturbances or collisions, is not possible for this type of alocation. This
means that the wait for atransmission slot will be unnecessarily long and that the
network throughput is hampered, never reaching itsfull potential. Furthermore,
thistype of allocation does not alow for such features astraffic adaptation where
one wants to give more resources to heavily loaded parts of the network.

To get good QoS in our network, we need traffic adaptation and preferably
also spatial reuse. In anetwork with varying data rates on the links, the trans-
mission time of a packet on alink with high data rate will be shorter than the
transmission time of a packet on alink with lower data rate. If an equal amount
of channel resources, e.g. aslot per link, are alocated in such a network there
is alarge risk of congestion on links with low data rates and (partially) empty
sots on links with high datarate. Hence the need for traffic adaptation increases
when variable data rates are available.

There are scheduled MAC protocols where both traffic adaptation and spa-
tial reuse is possible, an example of such a protocol is STDMA [7]. In Figure
2.3 an example of how STDMA works is shown.
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Figure 2.3: Example of STDMA with link assignment (from [7]).

2.6 Traffic adaptive MAC overhead

Traffic adaptivity in the MAC-layer is a way to increase the network through-
put, i.e., bottleneck nodes in the network are assigned more channel resources
than other nodes, see for example [13]. Changes in resource requirements,
on the other hand, must be communicated among the nodes, at least within a
local neighbourhood, in order to get good traffic adaptivity. For example, in
STDMA and TDMA protocols, the traffic adaptation can be implemented by
re-allocating one time slot at a time when changes occur. The re-alocation is
continued until the traffic adaptation once again is considered good. This means
that a re-routing that concerns many links tends to result in a large number of
re-allocations and, for each re-allocation, the MAC protocol sends (small) over-
head packets to inform of the changes made.

Thereisarisk that thisrescheduling overhead, due to frequent route changes,
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will be too high to motivate the achieved throughput gain. Introducing a hys-
teresis threshold in the routing decision (when to use a better route), will reduce
the number of route changes and thus also the rescheduling overhead. This may
be a way to accomplish a cross-layer improvement without passing additional
information between the MAC and the routing layer. Therefore, we derive an
approximate tradeoff between the end-to-end user throughput and the reschedul-
ing overhead, for varying routing thresholds in networks with fixed or variable
link datarate.

Let v bethetotal amount of available channel resourcesin the network. Fur-
thermore, let ~,, denote the amount of resources consumed by the transmission
and relaying of user traffic along the routes. The remaining resource consump-
tion due to administrative traffic from the MAC and routing protocols, can in
turn be divided into ~;,s, from the MAC rescheduling due to traffic adaptation,
and a non-rescheduling part 1. The total resource consumption can at most be
equal to v, so we have the inequality

Y 2 Yu + Yrs + Yo (2.3

We are interested in the relation between the MAC rescheduling overhead, .5
and the total end-to-end traffic load ),.

Now consider the traffic along the routes. Packets enter the network at
source nodes, are relayed along a route and leaves the network at destination
nodes. For simplicity, we assume that al traffic is uniformly distributed over
the nodes, i.e., each node is equally probable as source node and each node ex-
cept the source node is equally probable as destination node. We also assume
that the average traffic load is the same on each route. With these assumptions,
in order to avoid bottleneck nodes, a traffic adaptive scheme tries to alocate a
proportionally larger amount of channel resources to links that are part of many
routes, and to links with a low data rate. Since all routes in the network have
the same traffic load, all routes through alink should be given the same amount
of resources. Let ;; be the amount of channel resources allocated for atraffic
load of 1 bit/s on one route trough the directed link ;. In order to compensate
for the varying data rates, we want y;; to be proportional to 1/R;;, where R;;
is the data rate on the link. Let A;; denote the number of routes that traverses
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the link /;;. We define the resource requirement r;; on each link as

Ri) Aij >0

and say that we have perfect traffic adaptation when the amount of channel
resources A;;;; alocated tolink [;; isproportional to r;;. Notethat with perfect
traffic adaptation, the total amount of resources allocated to the links in aroute,
is proportional to the variable data rate routing metric (2.2).

Now focusing on node-based MAC scheduling, we similarly define the node
resource regquirement, r;, for node ¢ as the sum of the resource requirements for
all outgoing links from the node,

T, = Z ’I"Z‘j (25)
J

Define the maximum end-to-end user throughput X as the maximum user traf-
ficload )\, that can be achieved with non-increasing queues in the network. Let
the values of v , v, v»s and 7o in (2.3) corresponding to A, be ~*, v, ~7, and
7. Assuming that the traffic adaptation is perfect, we do not have any bottle-
neck nodes and all channel resources are utilized, so we have equality in (2.3).
Furthermore, when the resource consumption equals the alocated resources on
each link, the total user resource consumption ~ is

Vi = Au®, (2.6)

where ¢ is the sum of the resources ¢;; allocated for route transmissions on
each link /;; in the route, averaged over al routesin the network. Inserting (2.6)
in (2.3) we get the maximum user throughput X, as

P V*_’YS_/Y;(S
u _—

(2.7)
@

We note that, with respect to traffic adaptation, we have an upper bound X; on
the maximum user throughput if we imagine a perfect traffic adaptation with
negligible overhead ~, and a routing algorithm that finds routes that require a
minimum amount ,,;, of alocated channel resources:
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* Ak
=1 "0 (2.8)
Pmin
According to this, we define the adaptation efficiency, 7, asthe quotient between
A:and A%,
)\* min ;5
n::uz‘p—<1—%>. (2.9)
Ak ® Y=

Since ¢ is proportional to the variable data rate routing metric (2.2) and thus
also proportional to the route length (2.1) in the case when we have a fixed data
rate on the links, the adaptation efficiency can also be written as

Cmin < /Y* )
n= 1——Irs ), (2.10)
C V=%

where C'is the average route cost in the network . Observe that the route cost
C'in (2.10) isnot at all related to the actual routing metric used by the routing
algorithm. It is derived from the resource consumption aong the routes. Since
v7, @ most can be equal to v* — ~g; (resulting in zero user troughput, see (2.7)),
the quotient Vﬂf‘; = can be seen as the relative adaptation overhead of the MAC
agorithm.

Each time that the traffic on alink changes, either due to arerouting or due
to varying data rates on the links in the route, we will in each affected node i
have a new resource requirement +/ that differ from the old requirement ;. We
define the node resource discrepancy J; in node ¢ as

6 = |ri — i, (211)

and we have the total resource discrepancy A in the network, due to achangein
traffic load, by summing over al nodes:

A=) "4 (2.12)
ieN

We now consider a traffic adaptive MAC protocol, which makes incremental
updates of the channel alocation until perfect traffic adaptivity is achieved. We
assume that a small fixed amount of channel resources is negotiated in each up-
date, and that each update consumes approximately the same amount of channel



FOI-R--2166--SE

2.6. Traffic adaptive MAC overhead 23

resources in the network. Then the amount of channel resources consumed by
the administrative adaptation to each traffic change is proportional to A,

Yrs = KA. (2.13)

Combining (2.10) and (2.13), the traffic adaptation efficiency can be written as
Cmin K

= 1— A, 2.14

e < 7% ) (219

where the total amount of available channel resources v* and resource consump-
tion +; due to non-rescheduling traffic not depend on A. Note also that C' and
A only depends on topology and routing variations.
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Chapter 3

Simulation and Results

3.1 Simulations

In order to estimate the effects of routing hysteresis on MAC traffic adaptation
for amobile network, we do not need to simulate a traffic adaptation algorithm.
Calculating n from (2.14) we only use the minimum routing cost C,,;,,, accord-
ing to (2.1) or (2.2), for the network and the values of C, and A for different
routing thresholds. We use the time average of these values from our simula-
tions. Adaptati on algorithms are characterized by their relative adaptation over-
head A without routing hysteresis. By choosing the value of the constant
7* T we can then calculate the adaptation efficiency for different adaptation
For the simulations, we generate networks from scenarios, where we have 8, 16,
32 or 64 nodes moving randomly in an area of 4x4 km. The terrain in the area
ismodeled by adigital terrain database. The nodes move independently of each
other at a constant velocity of 20 m/s. The nodes randomly change direction at
certain intervals. When a node reaches the area border, it turns and proceeds in
anew direction. The scenario is running during 3500 seconds.

We evaluate routing hysteresis for shortest path routing and for variable data
rate routing. In both cases, we use a routing algorithm that always finds routes
with minimum cost. They are, however, both non-optimal in the sense that
they may change to a new route with the same (minimal) cost as the old route
instead of keeping the old ones. For the shortest path routing, we assume that
the radio system used in the network has a fixed link data rate, ). For the
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simulations with variable data rate routing, we also use six additional higher
data rate levels on the links:. 2Ry, 4Ry, 8RRy, 16 Ry, 32Ry and 64Ry. The data
rate levels are computed from the basic path-loss between the nodes, due to the
terrain variations. The basic path-loss is estimated using the wave propagation
library DetVag-90® [14], with a Uniform geometrical Theory of Diffraction
(UTD) model by Holm [15]. Due to the mobility, the amount of node pairs
that have single- or multi-hop connections vary. We say that two nodes are
connected if it is possible to find a route between them. On average, 95% of all
pairs of nodes were connected in the generated networks. We simulate with a
low uniform traffic load and estimate A from the traffic on the links. We aso
compute the route costs in each time step.

3.2 Reaults

Fixed link datarates

In figure 3.1, we show the average route cost, which is equal to the average
route length for networks with fixed link data rate. Note that the threshold value
listrivia in the sense that for this threshold, we never change to a new route
with the same cost as long as the old route is usable. Naturaly, this property
could be expected of agood routing algorithm. Thistrivial threshold value does
not increase the route lengths. For higher threshold values, the route lengths
increase quite fast to about 30% longer routes. For very high threshold values,
the average route length do not change, because for these thresholds we only
change to anew route if the old one breaks. So for sufficiently high thresholds,
the routes are identical for different values of the thresholds. We a so note that
the maximum average route length decreases with increasing network sizes.

The rescheduling overhead for fixed link data rate and shortest path routing,
relative the non-threshold case, is plotted in figure 3.2. It seems to be indepen-
dent of the network size. We see that we have the largest reduction in overhead
for small threshold values.

In thefigures 3.3, 3.4, 3.5, and 3.5 we show the traffic adaptation efficiency,
7, for network sizes 8, 16, 32 and 64. We have one figure for each network
size. In each figure we have a number of curves for different values of the
relative adaptation overhead —£ A, without routing hysteresis. There is no
big difference between the dlfferent network sizes. A genera remark from the
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Figure 3.1: The average route cost, C, for networks with fixed data rates and
shortest path routing. The route cost is given in percent of the average route cost
Cin Tor the networks with no routing hysteresis.

networks with fixed data rate and shortest path routing is that for traffic adapta-
tion algorithms with low rescheduling overhead, there is no gain in using larger
thresholds values than the trivial 1-hop threshold. For agorithms with a very
high overhead, 2-hop thresholds gives better adaptation efficiency.

Variablelink datarates

In the discussion of these results we use relative routing thresholds,

_
1/R,

= TR07

where 7 isthe route cost threshold and 1/ R, is the maximum route cost on one
link. In figure 3.7, we see the average route cost for the ssmulated networks.
There is a higher increase in route costs, around twice the route costs with no
routing thresholds, for the variable link data rate case. Since we have quite large
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Figure 3.2: The MAC rescheduling overhead, -5, for networks with fixed data
rates and shortest path routing. The overhead is given in percent of . for the
networks with no routing hysteresis.

variations in the link data rate levels, it can explain the higher dynamic in the
route costs compared to the fixed data rate case.

Aswe can seein figure 3.8, the rescheduling overhead decreases for small
threshold values and then increases for higher threshold values. The main reason
for theincrease isthat even if we keep to an old route, the data rates on its links
will vary. Thisrequires traffic adaptations. Due to the high dynamics in the data
rate levels, it becomes very expensive (in terms of rescheduling overhead) to
keep aroute until one of its links disappears. Since the resource requirements
for alink [;; is proportional to 1/R;;, variations between high link data rate
levels does not affect the rescheduling as much as variations between the low
rate levels. For the smaller networks ( 8 and 16 nodes), the overhead even
reaches a maximum level that is significantly higher than in the case with no
routing thresholds. Thisis not the case for the two larger networks.

Figure 3.9, 3.10 and 3.11, and 3.11 show the traffic adaptation efficiency,
7, for network sizes 8, 16, 32 and 64. As for the case with fixed data rate,
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we have in each fi gure a number of curves for different values of the relative
adaptation overhead A without routing hysteresis. Alsoin this case, with
variable link data rates we see that relatively small threshold values give the
best adaptation efficiency. Here, however, the efficiency improvement is larger
for the larger networks. We can a so note that introducing small routing thresh-
olds improves the adaptation efficiency for MAC algorithms with alow relative
rescheduling overhead. We can see an improvement from 10% rescheduling
overhead for the networks with 32 and 64 nodes.
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Figure 3.3: The traffic adaptation efficiency, n, for the network of size 8 with
fixed data rates and shortest path routing.
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Figure 3.4: The traffic adaptation efficiency, n, for the network of size 16 with
fixed data rates and shortest path routing.
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Figure 3.5: The traffic adaptation efficiency, n, for the network of size 32 with

fixed data rates and shortest path routing.
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Figure 3.6: The traffic adaptation efficiency, n, for the network of size 64 with

fixed data rates and shortest path routing.
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Figure 3.7: The average route cost, C', for networks with variable data rates and
variable datarate routing. Theroute cost isgiven in percent of the average route

cost for the networks with no routing hysteresis.
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Figure 3.8: The MAC rescheduling overhead, ~;.5, for networks with variable
datarates and variable datarate routing. The overhead is given in percent of .

for the networks with no routing hysteresis.
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Figure 3.11: The traffic adaptation efficiency, n, for the network of size 32 with
variable data rates and variable data rate routing.
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Chapter 4

Conclusions

To increase the route stability in the network, we introduce routing thresholds
when determining if a route should be changed or not. For small thresholds,
this will decrease the need for resource allocations in a traffic adaptive medium
access control (MAC) protocol, and hence the MAC rescheduling overhead.
Due to the reduced MAC overhead, it is possible to obtain higher user traffic
load in the network. Asthe thresholds grow larger, on the other hand, the routes
deteriorate, and the maximum possible user traffic load decreases. Assuming
a good choice of threshold values, we see that the improvements are larger for
networks using variable data rates as compared to fixed link data rates. This
is because also the link data rate variation will lead to changes in the resource
allocation.

The rescheduling overhead decreases with larger thresholds for shorthest
path routing on networks with fixed link data rates. In the case of variable
data rate routing, however, the overhead starts to increase again and (for small
networks) even supersedes the overhead without thresholds.

We introduce the concept of adaptation efficiency, an approximate trade-
off for the user throughput, combining the effects of worsened routes and the
variations in rescheduling overhead. Evaluating the adaptation efficiency for
anumber of simulated networks, we conclude that a small threshold improves
the efficiency and a large one does not. Where to draw the line between small
and large depends on the network size, fixed or variable link data rates, and the
amount of rescheduling overhead in the adaptation agorithm.

In the networks with fixed link data rates and shortest path routing, the adap-

FOI-R--2166--SE

35



FOI-R--2166--SE

36 Chapter 4. Conclusions

tation efficiency improvement is quite small. Obviously, for routing algorithms
that change route even when the route cost not improves, the introduction of
a threshold value is always beneficiary. In this case, the smallest meaningful
threshold (one hop), result in a decreased rescheduling overhead without in-
creasing the route costs. Only for traffic adaptive MAC with a very high level
of rescheduling overhead, the adaptation efficiency is improved for thresholds
larger than one,

For the evaluated networks with variable data rates and variable data rate
routing, the improvement is higher, especialy for the larger networks. In the
larger networks, small routing thresholds is efficient for traffic adaptation al-
gorithms with more than 10 % relative rescheduling overhead. Furthermore,
the negative consequences of higher thresholds seem to be less for the larger
networks.



Chapter 5

Future Work

There are anumber of interesting issues left to pursue in this research area. We
will here discuss afew of them.

Relative thresholds Instead of using absolute values for the hysteresis thres-
holds, it might be more appropriate to use relative thresholds. For exam-
ple, if the new route is 10% shorter, change route (instead of, if the new
route is 2 hops shorter, change route). This would make it possible for
low cost routes to be more responsive than if they use the same threshold
as a high cost route, while the high cost route can be kept from re-routing
to make minor adjustments.

Dampening If aroute “flaps’, i.e. if aroute alternates between existence and
non-existence, it can also cause instability in the network. By adding
“dampening”, such aroute is hindered from competing for traffic until it
has existed for a certain period of time.

Link hysteresis A concept similar to dampening would be to introduce link
hysteresis, hence only forming routes from links that fulfills some criteria
The time a link has existed or the signal-to-noise ratio on the link are
examples of possible link hysteresis thresholds.

Connectivity Inour simulations we have used a constant connectivity. It would
be interesting to investigate whether the level of connectivity influences
the results or not.
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Delay How doestheintroduction of routing hysteresis thresholds affect the net-
work delay?

Other thresholds The thresholds for route costs used in this report are by no
means the only types of thresholds possible. Other possible thresholds
include the time a route has existed and estimations of the route through-
put or the rescheduling overhead. It is aso possible to envision a system
where thresholds for combinations of these characteristics are used.
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