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1 Introduction 

At the “Serious Games Conference 06” in Washington DC, the content was divided into two major

categories: War games and Simulations and `Situated Learning´ in Teaching and Training. The games

under consideration provide these situated environments with their tasks and goals, which are provided 

either with instructions or not, and are of major interest for a broader target group than the entertainment

industry.

Serious games are of interest for very specific effects and outcomes on their players in the form of various 

different kinds of learned skills. The ongoing improvement of the design and effectiveness of serious 

games requires an increasing understanding of the relationship between game design features, player 

characteristics, rewards of game play, game play interaction patterns and learning outcomes.

Psychophysiological techniques provide a foundation for the detailed collection of data during real time

play of games as an empirical foundation for this increasing understanding of play. Psychophysiology is a 

broad scientific field in which different types of sensors are used to measure the reaction and various 

states and behaviours of the human body to events in the world (or to experimental stimuli) and use the 

resulting data to make inferences about the mental state, emotional state and cognitive activity of the 

human player. 

The psychophysiological perspective on game and simulation environments is of great importance in 

providing empirical foundations for the development of validated theories by which a designer (or an 

instructor) can make decisions in relation to gameplay design
1
. Of course there are different purposes of 

gameplay but the foremost is to engage the participant and create strong motivation to play. Very often 

people ask the question of how much time players can spend on one game and also the question of why 

they are so immersed in this kind of a learning environment. Gamers might freak out to hear that their 

games are learning environments, but if the problem solving involved in game play is considered, we can 

understand that this is the case. The difference between entertainment games and serious games is that 

entertainment games are designed to reward people for playing as an end in itself, with no consideration 

of the transferability of the skills involved in other contexts. For serious games, skill transfer is a critical

issue and the whole point behind using games for non-entertainment purposes. 

The biometrics obtained from psychophysiological studies of game play can be used to provide important 

knowledge for many reasons. From a design perspective it helps to answer why to use specific design 

features and arrangements. The purpose can be to control the player’s physiological interaction to reach a 

certain interaction goal or to monitor the state of the player for training and instruction. Generally, the 

cognitive side of these interactions involves the development of specific skills allowing players to 

overcome game challenges that may include problem solving, tactics, spatial navigation, reaction time,

logical reasoning and many other functions.

Today when situated learning is widely discussed, not just because of its effectiveness in learning but also 

because of economic efficiencies, the transferability of skills among virtual game environments,

simulators and real life operative environments must be considered. To interact with a 2D display and a 

common keyboard, in relation to a simulator that emphasizes the real setup of devices with visual displays 

of different kinds and real world operation, can be questioned due to differences in sight/vision and motor

interaction between games/simulators and operational environments. Game play biometrics can provide 

important data contributing to the answers to this question.
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Brown
2
 points out three important factors concerning biometrics. First, that game play analysis which is 

based on biometrics can drive new instructor created missions/scenarios. Second, that increased avatar 

linkage to actual player state is achievable using biometric measurement technologies as feedback to a 

game system. Thirdly, the real time dynamics of game play can be adapted; if the time requirements of 

game interaction are adaptable system variables, then workload involved in play can be either a fun factor 

or a more severe one depending on the context.

The project reported in the present study contributes to the more efficient use of the biometric technique 

of eyetracking for the analysis of game play. Previous work by Sennersten (2004) demonstrated the 

usefulness of eyetracking studies of game play, but encountered the problem of the very long analysis 

times required; four hours of game play took three months to analyse manually. If the identification of 

objects under the point of gaze could be automated, however, this basic aspect of analysis could be

achieved far more quickly. While the automated identification of objects by image processing of the 

resulting screen data together with the eye gaze data would be complex, a much simpler solution is 

possible, i.e. integrating the eyetracking system with the game engine and having the game engine log the 

objects under the gaze point during play. The implementation of this is conceptually and technically 

simple, since an (x,y) coordinate representing a gaze point on the screen can be treated in the same way as 

an (x,y) cursor position when a mouse button is clicked, ray tracing from the (x,y) point to intercept the 

closest perceived virtual object within the 3-dimensional world synthesised by the game engine. It is then 

straightforward to modify the game engine code to ensure that the information about the object under the 

gaze point (i.e. its identity and position) is entered into a log file. In this way automated identification of 

game objects under the gaze point can be achieved and recorded in an ongoing log of a play session. 

Object identification under the gaze point then takes place automatically and in real time during play, 

taking no extra time at all than the play session itself. 

This integration of an eyetracking system with a game engine, with real time logging of the object data, 

has been achieved by the project as reported in this technical report. The eyetracker used is the Tobii™ 

1750 eyetracker owned by HGO, while the game engine is the HiFi Engine developed by the Swedish 

Defence Research Agency (FOI). The verification study reported in this document describes the system

and the analysis process used to verify its correct operation. The results of the verification process are 

described and analysed, and the resulting precision model for the integrated system is presented. 
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2 Background 

Designing and interacting with 2D worlds has its own rules and possibilities. Moving on to digital 3D 

worlds adds many questions in how to design for a view frustum (or viewing volume) potentially having 

360 degrees of freedom around three orthogonal axes. Virtual worlds can also be arbitrarily large, so how 

should we design for a player’s attention within a space, which can be experienced as endless and open?

In order to understand how 3D worlds are constructed and perceived, one can refer to existing knowledge 

from the study of aviation and training simulators. Studies of human factors, situational awareness and 

workload have revealed a wealth of information on how to optimize and understand the interaction of 

humans and machines. This approach contrasts with the more prevalent approach to game design from a 

more general culture studies viewpoint, which has been dominant within international game research for

the first few years of the millenium.

For example, in a helicopter there are also 360 degrees of freedom while rotating around the pilot’s own 

shoulder or around their own axes. The instrumentation in a cockpit is both mechanical and digital. Visual 

Flying Rules (VFR)  are formalized and trained regulations for a pilot. One can say that the operational

3D environments in these cases are primarily situated outside the helicopter. They are external, outside

both the physical human body and the physical body of the machine. The rules within the regulations are 

guidelines for how to meet this physical/external environment and have to be understood and solved by a 

human pilot. Of course, these environments, especially in aerial work, also include surprises of different 

kinds like terrain conditions, animals, unpredicted winds, changing light, etc.. Instrumentation Flying 

Rules (IFR), on the other hand, are those rules the physical human uses within the cockpit in conditions of 

poor or non-visibility of the external space outside the machine (e.g. in bad weather). Instrumentation

within the helicopter can be considered to be read mostly as 2D graphics, as within a game (e.g. staminas,

bars etc.), while the pilot’s motor actions are carried out through a joystick, thrust control and pedals, that 

could also be used to play a game although it is more typical for the player of a PC game to use a 

keyboard and mouse. The theory in this field is strongly connected to visual attention theory, association 

theory and also theories of neuro-psychophysiological demands on the operator or player. Previc (1998) 

describes this in an integrated theoretical model of how different brain systems mediate our perceptual-

motor interactions in peripersonal space (the region immediately surrounding our bodies) and the three 

major compartments of extrapersonal space (the focal, action, and ambient realms).

To operate in a digital 3D space one has to decide where one should be and how to navigate depending on 

what objects are present and relevant in the digital world. These decision processes are both present in a 

pilot situation as well for a player in a game play session. To connect this awareness of space, either in a 

physical reality or in a virtual game reality, cognitive functions try to map (associate) and categorize these 

things depending on the current task. The mind builds these understandings partly in the “Where” and 

“What” centers in the brain (Nyberg, 2002). Castor et al., 2003 (p. 112) state that the operating attributes 

in Military Aircraft Operations includes Flight and Mission Planning as a template for change. This

means that the pilot has to plan the flight regarding distance. A central hypothesis of interest to the 

primary author of this report is that gameplay, depending on genre, is also carried out with decision-

making based upon virtual distance, which could follow from real life conventions or vice versa. 

It is against this background of the interelationships between aviation operations, situational awareness, 

workload and computer game play that psychophysiological investigations of game play are of interest, 

VFR and IFR are rules for how a pilot can and is allowed to act depending on daylight or darkness, weather conditions, the equipment of the aircraft, ground

equipment and certification. Simply expressed, VFR rules indicate how a pilot, with his/her own eyes and the aircraft´s ground equipment, is allowed to

perform with the aircraft within areas and aerodromes that have requirements on factors such as least sight distance and distance to clouds and obstacles (sight

to ground). The cloud height cannot go under 600Ft and sight not under 800m.
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particularly to the primary author of this report. 

2.1 Reason for doing this project – the Research Project Context 

As noted in the introduction, during a previos study on eye movements in an action game tutorial 

(Sennersten, 2004) the need for more efficient methods of data analysis became evident. Already at Lund 

University while working on a master’s thesis in Cognitive Science, Sennersten turned to FOI wondering 

about the eyetracking methods used in previous studies. The focus on 2D environments in Lund did not 

meet Sennersten’s needs in saying anything about player´s interaction patterns in 3D game worlds. The 

game worlds Sennersten was thinking of were particularly First Person Shooters (FPS) and Role Playing 

Games (RPG´s). What could help would be to be able to have an automatically obtained relation between 

x and y gaze coordinates and logging of both objects (identification and location) and events while 

playing to improve the efficiency of the analysis process, which otherwise is very time consuming. It is 

also a problem when making judgements by eye about the objects that are under gaze points identified by 

eyetracking, subjective interpretation is an unavoidable factor. “Clean” data is needed. The use of 

eyetracking to study game play is part of Sennersten’s ongoing research, which will be greatly facilitated 

by automating lower level aspects of the analysis process. 

The Swedish Defence Research Agency (FOI) has over recent years conducted several studies in game

related areas (Hasewinkel & Lindoff, 2002; Kylesten & Söderberg, 2001; Lindoff & Hasewinkel, 2004; 

Rencrantz, 2003; Wikberg, Hasewinkel, Lindoff, Eriksson, Stjernberger, & Persson, 2003). These studies 

have mainly studied the usefulness of game consoles and games in training as a basis for choice of 

learning methods. Another study from FOI by Svensson et al (1997) has shown that the frequencies of 

shorter fixation times (head-up, HU) and frequencies of longer fixation times (head-down, HD) increased 

as a function of the avarage information load on a Tactical Situation Display of two JA37 aircraft 

simulators. One aspect that could be studied more thouroghly as a foundation for assessing simulation-

based training is motor and visual interaction across computer-, simulator- and real life missions: can 

there be gaze and behavioural reinforcements in between these different environments and what 

differences do they create in humans when interacting? When bringing in game related environments and 

a generation with pre-learned individual gameplay patterns, one also has to consider pre-established game

play behaviours that could be more or less efficient in different contexts. 

The foremost reason for doing this project has been to develop the integrated eyetracker/game engine 

system and to see how accurate this kind of system can be for application within the research in the areas 

described above. In general, a lot of effort goes into biometric measurement, but our most important

organ, in relation to perceiving the environment around us and generating the highest perceptual data 

input, is the eye, which to date has been underused in biometry. Without distributed visual attention it is 

impossible to say a great deal about the meaning of other kinds of physiological or psychological 

measurements in relation to responses to an environment in which visual data is significant. A peak in 

heart rate variability, for example, with no reference to audiovisual stimulus can be hard, if not 

impossible, to interpret.

2.2 Review of eyetracking technology 

Eyetracking is a method that has been used commonly over the last 40 years and given insight into how 

(visual) attention is distributed when carrying out different tasks. The technique involves tracking eye 

movements and recording the distribution of gaze over time. Eyetracking techniques have been used in 

many fields including neurology, cognition, linguistics, branding, advertisement in newspapers and the

like, car design, art, media communication, security of different kinds, etc.. 

There are four broad categories of eye movement measurement methodologies (Duchowski, 2003): 
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electro-oculography (EOG), scleral contact lens/search coil, photo-oculography (POG) or video-

oculography (VOG), and video-based combined pupil and corneal reflection. Today the latter 

measurement is the most widely used because of ecological validity and ease of use.

EOG relies on measurement of the skin´s electric potential differences, using electrodes placed around the 

eye. Scleral contact lenses and search coils provide the most precise eye movement measurements. The 

search coil is embedded in the contact lens so the electromagnetic field frames can be placed directly onto

the eye (Eye and Vision at Bernadotte Laboratory at Karolinska Institutet has these devices). POG 

measures the eyes under rotation/translation (the shape of the pupil) using corneal reflections of a close 

directed infrared light. The video-based technique with corneal and pupil reflection demands the head to 

be steady so the eye´s position in relation to the head and the point of regard coincide. This last technique 

has also been integrated into a variety of devices including the head-mounted eye tracker, which does not 

just track the screen but also gaze behaviour ouside the screen area.

It is important to distinguish between techniques for measuring eye movements and techniques for

measuring eye-point-of-gaze (EPOG), also called “point of regard”. Eye movements may be measured to 

determine where someone is looking. Only if the absolute orientation of the eye in relation to the 

surrounding objects is known can the EPOG be determined. Eye movements could, however, be 

measured for other purposes than determining the EPOG. Often it is not only interesting to know where a 

person is looking, but also how the person is looking. For instance, can eye-movements tell us something

about the mental state of an operator, such as the mental workload? For this purpose it is not only 

interesting to measure the orientation of the eye, but also measures such as blinks and pupil diameter.

A user uses both foveal vision and peripheral vision to gather visual information. With foveal vision, 

which is about two degrees of visual angle, the user can get a detailed look at a certain point, the eye point 

of gaze. The movements of the eye that maintain fixations are called fixational eye movements. To make

the image of a constant moving object stay in the fovea, pursuit movements are made by the eye. 

Movements of the eye that are jumping from one point to another are called saccadic movements.

Vistibuloocular eye movements are those compensating for the movements of the head. Optokinetic eye 

movements are used when a large part of the visual field is rotating. Finally, vergence or disjunctive eye 

movements are used, for example, to follow a target that is getting closer or further away, by moving the 

eyes in opposite directions to one another.

The time that the eye is not moving, but staying in the same position, is called fixation time or dwell time.

Fixation times are used to evaluate computer displays or other interfaces. However, it is not always

obvious how to interpret the meaning of a long fixation time. For example, important information can 

make the user fixate upon the information for a long time, as well as badly displayed and confusing 

information. By comparing the fixation times to other data it can sometimes be possible to draw valuable 

conclusions from the data. 

In active vision or overt attention, sampling is achieved by a fixation-move-fixation rythm and this 

pattern can be found in the vision of humans, most other verbrates and some invertebrates (Land, 1995; 

Land and Nilsson, 2002). Passive vision is also referred to as peripheral vision or covert attention, with 

the meaning of attending without looking. Peripheral vision increases in degree outside the 2-degree high-

resolution foveal centre. Findlay and Gilchrist (2003) point out that overt attention, via the fovea, plays 

the major role in visual attentional selectivity.

It has long been believed that the eyes and eye-movements can tell us some things about the human mind;

when looking at a stranger for the first time, it is possible to see whether he or she is frightened, sad, tired 

etcetera simply by looking at the persons eyes. In recent years, eyetracking technology has been 

developed to provide competent aids in determining user interaction with technology. Computer

interfaces have been evaluated with eye movement data in several studies. Graf and Krueger (1989) used 

10



eye movement data as a performance measure for evaluation of an alphanumeric display, as well as a 

measure of the cognitive load on the user. Lankford, Shannon, Beling, McLaughlin, Israelski, Ellis, and

Hutchinson (1997) have used eye gaze tracking in the design of telecommunications software, arguing 

that “...graphical interfaces can benefit substantially if eye tracking data on a user’s visual interaction with 

the software is considered as a part of the design process. This eye tracking data would supplement the

more traditional human performance data (e.g. timing and errors gathered during usability testing)”. The 

combination of eye movement data with other data sources, to get a more complete picture of what is

happening, is a promising area deserving much more investigation. 

Eye movement measures can be used both in the design of a new system and in the later evaluation of the 

same system. Thus, the purpose of using eye movement data to evaluate interfaces could be a concern 

both for the better design of new interfaces and for ensuring that interface designs are really effective by 

later testing.
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A typical play session using this system involves the game player playing the game in front of the 

eyetracker. After briefing the player with any instructions relevant to the study, the calibration process is 

run, calibration patterns being displayed on the eyetracker screen while Clearview uses the known 

positions of elements in the display to calibrate eyetracking for that specific player. Then the eyetracker

screen is switched over to the game display via the routing switch. The operator must start game object 

logging within the game engine using a command line instruction, at which a synchronisation message is 

sent by the game engine via the TET server to Clearview to commence eyetracking. Synchronisation is 

necessary to simplify time correlation of object log entries on the game computer with video frames 

captured by the operating computer. At an instruction from the operator, the player then commences

playing while eyetracking and game engine object logging are running.

During game play, with each simulation tick or game display frame the HiFi (game) engine requests a 

gaze data sample from the Clearview software via the TET server. The game computer then traces a ray 

from the (x,y) coordinates of the gaze point to intercept the first collision mesh within the game world 

under that (x,y) point, corresponding with the object being looked upon by the player. Within the game

engine, a log entry is generated that includes the name of the 3D object model appended with the (x,y) 

coordinates of the model instance on the horizontal plane of the 3D game world, ensuring that each object 

instance is uniquely identified, together with a time stamp generated by a trigger signal from the 

eyetracker collected with a high-resolution timer, based on Windows multimedia timer. The log record is 

then appended by the game engine to the object log file stored on the gaming computer. When the goals 

of the session have been met, the operator asks the player to stop playing. A command line instruction on 

the gaming computer is then used to turn off the object log and eyetracking. 

The Tobii eyetracking system detects and collects eye gaze data at a rate of 50 samples per second, with 

frame grabbing of the corresponding game display at a lower but selectable frame rate. The eyetracking 

system monitors the eyes of the subject/participant based upon reflected infrared light patterns and 

calculates gaze positions automatically, with hardware in combination with advanced software 

algorithms. The system has head motion compensation and low drift effects, with binocular tracking, 

which yields higher accuracy then just a monocular method. Another advantage of this system is that if 

the participant happens to move, especially the head, tracking is not lost if only one eye cannot be tracked 

during the movement. (With other systems, the participants may have helmets, headrests or markers, with 

different respective freedoms and constraints of movement.) For ecological validity, the eyetracking 

camera is implemented at the bottom part of a normal sized screen. The Tobii 1750 system can only track 

what is presented on the screen and not anything outside the screen area. The calibration time is only 3 

minutes if no problems occur due to eye disorders, blinking, etc.. The recommended eye distance to 

screen is approximately 60 cm. The accuracy of an eyetracker is measured in degrees. The accuracy or 

bias error of the Tobii 1750 system has been tested over a set of individuals to 0,5 degrees of visual angle 

when using standard accuracy measurement principles for eye trackers. One degree of accuracy 

corresponds to an average error of about 1 cm between the measured and intended gaze point at 60 cm

distance from the user to the screen. The tolerance of head movements is about 10 cm sec
-1

.

The light condition requirements for eyetracking are generally the same as when using an ordinary 

computer display. Near Infrared light (NIR) such as components of sunlight are not recommended to be 

present while tracking the eyes, since this can cause disturbances in the tracking. The eyes and especially 

the pupils are very light sensitive, so it is also best to avoid direct and/or strong light from the study 

environment.

For both eyes (left and right) the following data is available derived from the eye tracker data processed 

by the Clearview software and TET Server: 
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- Time (The timestamp is in microseconds),

- Screen X (horizontal position),

- Screen Y (vertical position),

- Cam X (horizontal location of the pupil in the camera image),

- Cam Y (vertical location of the pupil in the camera image),

- Distance (distance from camera to eye),

- Pupil (Size of pupil in mm) and

- Code (validity of gaze data). 

Validity codes ranging from 0-4 and are logged for each eye with every gaze data point. 0 is the highest

validity value and means that all relevant data for the particular eye is correct.

The frame rate and timing are crucial when this system is connected with a game engine. The game

engine has its own tick-by-tick simulation update rate, the eye tracker has a different sampling rate and 

the real time video capture has another time rate again. The sampling rate of the 1750 eyetracker, 

representing the rate of gaze point data collection by the system, is a constant rate of 50Hz. The display 

frame update rate of the game engine varies depending upon the complexity of the visual scene, generally 

being between 25-35 ms. Video data capture was set at 10 fps (frames per second) for the present study. 

These different rates must be correlated during analysis in order to obtain the most accurate 

correspondences between gaze data, game frames and video frames, although due to variable latencies in 

the system the correlations are never perfect. This is analysed in detail in later sections of this document.

Latency is defined as the time taken from the generation of a signal to its reception, in this case including

time taken for eyetracking camera exposure, transfer to the TET server, calculation and delays in the 

server, transfer to Clearview, request generation from the game engine, processing time in the TET

server, and response propagation back to the game engine. 

Figure 3. The start time from the Game Engine has to be synchronized with the Real Time Video

Capture due its delay. The figures above show the internal relationships in this study.
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4 Description of the Verification Procedure 

The verification study reported in this document concerns verification of the effectiveness and accuracy 

of the integration of the Tobii 1750 eyetracker with the HiFi game engine (HFE). This concerns the basic 

success of the software methods used to perform the integration as well as the effects of various potential 

sources of error in both spatial accuracy and temporal accuracy. The essential method of the verification 

procedure is to conduct a study using the integrated system, then to conduct an analysis of the objects 

under the gaze point by manual interpretation of the captured game video data with superimposed gaze 

data, and then to compare the results of this visual analysis with the object log produced by HFE. Detailed 

analysis of the comparative data is then used to obtain an accuracy model of the integrated system that 

provides the basis for interpreting the accuracy of automated log data obtained from ongoing studies

based upon the integrated system. The accuracy model is the significant analystical result of this project. 

Note that the first verification procedure showed that the integrated system did not work due to faults that 

were later found in the implementation of ray tracing within HFE. These faults were quickly fixed and the 

verification procedure was repeated to undertake the analysis presented here.

Various software packages are used for the different stages of the process. They are: 

BattleCraft  - Stimulus

ClearView - Videocapture and Video output generation with superimposed gaze data 

Virtualdub  - Analysis/Transcription

Excel - Statistics/Transcription

The rest of this section presents an overview of the steps of the verification procedure. These steps are 

then exemplified in the subsequent section, followed by a section containing a detailed discussion of 

issues observed within the verification process and data. The final section then presents the accuracy 

analysis and model based upon the data and the verification process. 

4.1 Steps in the verification process 

A. Prepare Stimulus 

The 3D stimulus is created using a commercial, off the shelf game level editor. Most popular 3D games

(e.g. HalfLife, Oblivion) have these editing tools to allow players to create and play their own game

levels. ‘Mods’ are also possible, allowing players to create their own game content (media assets), worlds 

and simulations. Integrating a game engine with an eyetracker as described in this study, however, 

requires access to the source code of the game engine. Source code is typically not freely available unless 

it is an open source game engine. For the project reported here, FOI has access to the HFE code and HFE 

can import game levels from a commercial level editor, making the editor a convenient tool for stimulus 

development.

B. Select Player Participant(s) 

The criteria for selecting players depends upon the study being conducted, the hypotheses of interest, etc.. 

It may be important to consider player characteristics, since variability of play style preferences, tastes, 

etc. can have a major impact on study results. One early example of a system for categorizing players is 

that developed by Bartle (1996). Bartle´s four main player categories are: Achievers, Explorers, 

Socialisers and Killers, each reflecting differences of in-game behaviour. Also there are numerous

psychological tests that one can consider for categorising players to find character and personality 

differences that may correlate with statistical differences in game play patterns. The latter tests may have 

to be carried out by authorized and certified psychologists in some countries if they need to be approved 

by ethical authorities. Different demographic categories of players could also make a difference to their 
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gaze behaviour during game play, including: Age, Gender, Novice/Average/Skilled player, How long the 

participant has been playing games, What games the participant has been playing, Certain tactics or 

strategies habitually used by the player, etc. A standardized eye test should preferably also being carried 

on participants since eye conditions can influence the results in eyetracking. 

In a military context, when there are often homogenous trained groups, the emphasis of interaction testing 

can be on to see how a particular task is carried out or on the usefulness of specific equipment. In a non-

homogenous group the categorisation of player types is more important, so a baseline can be created. A 

baseline is a so-called neutral interaction pattern, which can be related to inividual differentiations among

players.

Despite these concerns with player characterization in experimental studies, the verification procedure is 

not concerned with the analysis of play patterns as such. Hence no questionnaires or observations that 

would be used in a full-scale experiment were used in this verification study. Similarly, biometric

measures can say very much about temporal states within a player, one purpose with eyetracking being to 

relate biometric responses to what is represented on the display, similarly to traditional stimuli-response-

result learning (e.g. Pavlov´s saliva test, conditioned reflexes, Eysenck, 2000). However, in this 

verification study only eyetracking data is considered. 

C. Log Data

The sequence of operations for undertaking data logging is as follows: 

i) Operator: Start Clearview software 

ii) Operator: Start game using HiFi engine. 

iii) Operator: Set player start point within game level (HiFi command line instruction).

iv) Operator: Spawn player character within game level (HiFi command line instruction).

v) Operator: Initiate logging by game engine (HiFi then starts eyetracking via

message to TET server; HiFi command line instruction) 

vi) Player: Start playing, play to objective.

vii) Operator: When player reaches objective, end logging and eytracking via

game engine (HiFi command instruction) 

The resulting logs and data include: 

- Object log from the game engine 

- Clearview eyetracking data 

- Captured video of the play session with superimposed gaze data, also generated by Clearview 

Figure 4 shows an example of data from the object log created by the HiFi engine. For the verification 

study, the HiFi engine logged in total 13285 rows in a 5 minutes play session. 
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Figure 4. Object log by HiFi Engine.

D. Create Transcription

A transcription here means a textual description of what objects are judged by the analyst as being 

visually fixated in the captured video of the play session. This requires the analyst going through the 

video frame by frame and making a transcript record for each frame. The video is displayed using the 

VirtualDub  software with a screenshot shown in figure 5, which allows each frame to be accurately

examined.

Figure 5. The software VirtualDub version 1.6.15 used for manual transcription.
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A transcript record includes:

- Time of video frame

- Object name

- Gaze behaviour (e.g. new fixation, extended fixation)

- Object(s) interpreted by the analyst as being under the gaze point 

These records are entered into a spreadsheet to facilitate further analysis. Figure 6 shows an example of 

the information from the avi file transcribed into the spreadsheet (note that data in column H is not used 

for the analysis).

Figure 6. An examplification of transcription in the spreadsheet, see column “F”. 

Object identifiers are first annotated by the analyst on a printed top-down view of the game level obtained 

from the level editor or from within the editor on a second screen to help identify objects on the video and 

to work out the camera orientation within the game world (Figure 7). The identifiers have to be marked

out manually because there is no automation of this. 

Figure 7. A “print screen” of dual screen mode while transcribing from VirtualDub. The first-person view to the left and the

top-down-view to the right. Source: VirtualDub and Editor “BattleCraft”. 
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In the game environment several “navigational clues” can be provided as to where the player’s group can 

be found (e.g. tracks in the terrain, road signs, wheel tracks from their tank, “red ribbons around 

branches”, lit torches, signals/arrows painted on walls, dead bodies, bullet holes, exploded holes in walls, 

blown up cars, discarded weapons, etc.). It is also possible to have allied soldiers in the town that the 

player can run up to and gain clues from (e.g. by dialog text such as “I saw them by the church”). 

Threats/objects to avoid in the terrain include remotely deployed antipersonnel mines (“fjärrutlagda”

mines, FASCAM mines that are deployed by artillery, which means that they are openly exposed on the 

ground and easy to see), improvised explosive devices (IEDs, booby-traps, which are hard to see), enemy

vehicles and soldiers that patrol the area. Game testing will be needed to tune the severity of damage from

these threats.

Figure 12. An overview of the level with 4 starting points,

SW (South West), NW, NE and SE.

A number of “power-ups” and objects to collect are located in the game world. The player has a 

secondary task to collect ammunition for the machine gun since the group is low on ammunition.

All of the above mentioned objects and mines have to be graphically large enough to be certain of being 

able to detect gazes upon them from the eyetracker.

With the following scenario in mind, the first author designed the maps presented in figure 12 to 16, 

which are images from the level editor (these high level displays are not available to the player within the 

game itself). The map shall be possible to copy so it is possible to play the same map several times but 

entering it from a different direction. This creates a labyrinth of four quadrants entered from each 

compass direction and having approximetely the same difficulty. 

The stimulus has met the requirements mentioned above except for the provision of clues. This is a major

element for gameplay but because of time limitations this was not implemented for the verification study, 

where the logging of the objects is the priority, and not the gameplay itself.
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Figure 13. The objective of the player is to reach the church. The player is told that their group can be found near the square.

The number of opponents increases as the player gets closer to the squareand to the church.

Figure 14. A top-down-view of the environment (North West corner), the game objects and their positions.



 Figure 15. The BattleCraft “Camera Fly Mode” and the “Material Mapper” view.

Figure 16. The BattleCraft “Camera Fly Mode” and the “Object Mapper” view.

Spawn points are added to design the combat opportunities.
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4.5 Discussion of Observations Made During the Verification Process 

This section presents commentary and examples of accuracies and inaccuracies observed in the object

logging while creating the video transcript and cross-reference to the HiFi object log. Undertaking this 

analysis requires detailed investigation of the relationships within and between close rows through all 

17,064 of the sorted data table, with reference also to the display of the video frames in the video file.

Note that some instances are discussed primarily in the body of the text while others are only discussed 

within figure captions. Examples of observed errors and issues of interpretation are given in this section, 

while error frequencies are presented in the section ‘Analysis: Resulting Accuracy and Precision Model’ 

below.

4.5.1 Picking and raytrace errors 
Picking errors occur when the engine is not logging the raytraced object correctly within the virtual

world. The raytrace is a linear pointer and the target object has to be hit by that line. Raytrace errors

happen when a raytrace goes through the ‘correct’ object and the engine picks out another object behind 

it. An examplification of a raytrace error follows below.

Figure 17. On row 3,674 one can see the transcribed object on the right side and

on the next row (3,675) shows the logged object by the HiFi Engine.

Figure 18. Player´s gaze is on corner of building citymesh4_closed_m1[976_1042].

29



In frame 819 the avi and the transcription state that the gaze-point-dot-representation represents a gaze 

point on citymesh_4 _976_1042 (row 3,674), but the object log says citymesh_4_1083_1054 (row 3,675). 

See Figure 17, 18 and 19. 

Figure 19. The player is on the left side watching building citymesh4_closed_m1 [976_1042] but

the Object Log (HiFi Engine) logs citymesh4_closed_m1 [1083_1054].

In row 3,679, it could be that the house on the other side of the square is correctly picked. Here is an 

ambiguity though, see figure 17 and 19. Between two houses the germansoldier_[965_1052] stands and 

behind him there is a ruin with open windows (figure 20). Row 3,679 is either a raytrace error through the 

german soldier or the visual interpretation is wrong. The fixation marker suggests that it is a visual error.

Figure 20. “Print Screen” from situation row 3,679. Soldier is behind blue marker.
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Figure 21. Both highlighted soldiers were fixated many times, but only three log entries for the right hand soldier were

generated.

Neither of the soldiers in figure 21 has been logged even if the fixation has been placed on central parts of 

the body representations. The soldier on the right has had only three of its fixations logged, while the left 

soldier appears not to be logged at all. However, the wdfence in the background is logged all the time.

Figure 22. On row 5,683 the right soldier is

logged three times in a row. 

Below is an example of when the player is inside citymesh2_m1_interior and the raytrace goes through 

the wall. 

Figure 23. The player is inside the building and fixations are distributed mainly on the

indoor walls. This happens from row 11,859-11,864 /frame 2605-7.
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Figure 24. This shows what is logged while the player is inside Citymesh 2. In figure 23 the blue marker is on the wall

but the raytrace seems to go through the wall to pick eu_strtlight instead. The eu_strtlight and citymesh4_1081_1254 are

outside in the same direction and behind the blue marker and the wall. The house though is more likely to be picked up

because it is a bigger object and could be logged while player is sweeping their view across the window.

.

Another example of raytrace error is presented in figure 25.

Figure 25. Here the ray-trace goes through the finger graphic and picks the house object in the

prolonged direction behind it [row 14,144 / frame 3,129].

Figure 26. The same problem occurs but the ray-trace hits the ground instead of the

weapon or the right hand [row 14,211 / frame 3,144].
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Figure 27. The engine seems to have difficulty logging the soldiers. Here is an obvious case where a soldier should

be logged and it is [row 14,085 / frame3,116] but most of the time the building behind is logged. See also Figure 28.

.

Figure 28. An enlargement from Figure 27.

In figure 28 we can without doubt see that the fixation is directed at the centre of soldier´s chest, but most

of the time the Object Log records the house in the back-ground. Raytracing goes through the object in 

these cases.
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4.5.2 Saccades and logging 
Saccades and fixation histories over the past 100 ms are represented on the AVI file, to ensure no data 

loss since 100 ms is the AVI inter-frame time. Sometimes, however, the saccades do not show. 

Figure 29. Saccades can cover 2 objects and more, so what is under a saccade is tracked and logged, but maybe not 

shown as a fixation. See row 1,304.

Figure 30. The spreadsheet entry corresponding with the image in Figure 29 shows how the house is

logged instead of the actual fixated object as shown in the AVI file. The fixation itself is logged later (with a -4 row lag).

4.5.3 Rendering problems 

Figure 31. Here a problem with the logging occurs and it seems to be a rendering problem. A house of this type has a 

“window-door-window-door” sequence at the bottom level. The black and white part of the same house is logged here as

two different objects. The left black part of the house, which has not been rendered correctly, seems to be logged as the

house on its left side, Row 5,119. When the fixation has been on the white side and goes back to the black side, it is then

logged correctly again. 
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4.5.4 Obscuration problems 
The blue marker representing the gaze point increases in radius over time to represent gaze duration (i.e. 

fixation time) on the same object(s). Unfortunately the marker is opaque, so precise positions and jerky 

eye movements under the marker cannot be analyzed in detail. Since one fixation can have a duration of 

over 29 frames, this is a major disadvantage when analyzing detailed visual content from the AVI file.

Figure 32. A typical case when a fixation is targetting one object and the marker representing it increases over

time to obscure the detail beneath. If the marker is turned off, gaze time information is lost.

Figure 33. This is an example of how visual interpretation problems occur due to the opaque fixation marker

increasing over time. The transcription says [germansoldier_972_1103] in column “I” and in column “J”, while 

the transcription says “fixation grows”. In column “A” the Object Log [wdfence_1042_1123] has logged

differently. The reason for this is the increasing size of marker, which is not transparent.
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4.5.5 Collision detection errors 
Graphical objects within a virtual game world have a bounding volume that is referred to by the physics 

system to detect collisions between that object and other objects having bounding volumes. When adding 

these objects to a graphical model, the volumes can have different shapes from the model shape 

depending on what kind of triggers or actions one wants to implement for these objects, and depending 

upon the required accuracy of collision detection (in relation to the shape of the graphical mesh). If there 

is no bounding volume at all around an object, then it does not exist as far as the physics system is 

concerned. Since the integrated HFE/eyetracking system uses the collision of a ray trace with a bounding 

volume to identify the object under a gaze point, an object having no bounding volume will not be logged 

by the system as an object within the world.

Figure 34. In this case the wall/fence does not have any collision detection and therefore, since the object under the gaze point

is detected by the engine using a collision volume/surface, the hangar is logged instead.

Figure 35. Figure 36. 

In this case the soldier sinks into the building after being shot. However, this is a collision detection error 

that is not relevant to verification of the eyetracker integration per se. 
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4.5.6 Collision mesh accuracy 

Figure 37. 

Figure 38. 

Figures 37 and 38 show how ambiguous it can be to estimate what the gaze is actually directed at when 

collision detection is carried out on transparent parts that may be looked through [row12,224 / 

frame2682-6]. It would be possible in principle to create collision meshes corresponding exactly with all 

graphical boundaries. However, other spatial inaccuracies in the system (e.g. the spatial accuracy of

eyetracking) suggest a limit to the usefulness of this, although it is also dependent upon virtual distance to 

the object: from far away, the spatial accuracy of the eyetracker is the dominant limiting accuracy factor, 

while very close up the accuracy of the collision volume in relation to the graphical object is the dominant

factor.

4.5.7 Spatial Ambiguity due to distance 
The problem of ambiguity due to the small-scale spatial inaccuracy of eyetracking, together with 

obscuration by the gaze point graphic, also applies for objects that are close together and have a far virtual 

distance from the player character viewpoint. Small scale, natural jerky eye movements also become

potentially significant in size for distant objects that are close together. 
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Figure 39. 

In figures 39, 40 and 41 it is hard to interpret what is being fixated when the fixation dot is centered over 

a cluster of distant objects, especially when the dot itself is increasing over time. The problem can be 

illustrated more clearly in close up images.

Figure 40. 

Figure 41. 

From left there is an angel_sculpture, in the middle a fence in profile that consists of three individual 

models in depth, and to the right there is a soldier. The scene is shown from a distance in the left of figure 

42.
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Figure 42. 

The fence has two more pieces behind it that are not viewable from this angle (figure 43). 

Figure 43. 

On the right there is a soldier (the grey box) and the fence is also visible from the right side (figure 43). 

Figure 44. 

In fig.44 a transparent circle is added and placed over the three objects to illustrate the disadvantage of the 

opaque (blue) marker currently available within the Clearview software, which can be the same size as 

the circle, obscuring all of the relevant detail. The system could alternatively show just the circle

boundary so the transcriber can see what is behind the circle. A third alternative would be a cross, centred 

upon the fixation and with a size depending upon fixation time. 
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4.5.8 Physics errors 
Physics errors other than raytracing collision errors are not immediately relevant to the verification of the 

integrated eyetracker/HFE system, but may have a bearing upon interpretation of the data provided by the 

system in later studies. This is because any such errors that are visually observable by players may

represent novel events that attract the attention of a player by virtue of their unusualness and 

unexpectedness. The resulting gaze behaviour will then not be related to visual attention patterns that 

characterise task-related decision processes.

Figure 45. An enemy soldier floats in the air when killed!

4.5.9 Other engine errors 
Specified “distance logging”, referring to the virtual distance from the player character observation point 

to the object that is the target of each fixation within the virtual world, is not carried out by the version of 

the HFE software used for the verification. 
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5 Analysis: Resulting Accuracy/Precision Model 

5.1 Characterising Accuracy and Precision 

The verification of the integrated eyetracker/HFE system reported here has been undertaken by 

comparison of the eye gaze data logged by the HiFi engine with captured video data of the history of 

game play with eye gaze data superimposed over the image in the form of dots representing fixation 

points and lines representing saccades. For analytical clarity and for transfer of the results of this study to 

the interpretaion of data in experimental (rather than verification) studies based upon the use of the 

integrated eyetracker/HFE system, it is necessary to derive an abstracted and transferable model of the 

performance of the system from the detailed data used in and derived from the verification analysis. Such 

a model represents the conceptual result of the verification study. 

It is useful and appropriate for this conceptual result to take the form of an empirically derived model of 

the accuracy and precision of the system. In general, it may be stated that: 

“In the fields of science, engineering, industry and statistics, accuracy is the degree of

conformity of a measured or calculated quantity to its actual (true) value. Accuracy is closely

related to precision, also called reproducibility or repeatability, the degree to which further 

measurements or calculations will show the same or similar results.

“The results of calculations or a measurement can be accurate but not precise; precise but not

accurate; neither; or both. A result is called valid if it is both accurate and precise.”

(from http://en.wikipedia.org/wiki/Accuracy_and_precision).

In other words, accuracy is the degree of veracity (or closeness to the truth) of a measure, while precision

is the reproducibility of the measure of accuracy.

Figure 46. A graphical representation of the concepts of accuracy and precision

(from http://en.wikipedia.org/wiki/Accuracy_and_precision).
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In the current verification study, data can be extracted from the sorted and analysed object log and video 

transcript table to consider accuracy and precision in both the spatial and the temporal performance of the 

system. Considering accuracy and precision specifically relating to the integrated system (and not its two 

primary component subsystems, HFE and the eyetracking system) these terms can be applied in the 

following ways: 

Spatial:

Accuracy:

Each object log entry reports one object under the gaze point. Accuracy can be assessed 

by comparison with a known actual number of objects within the region of accuracy of 

the eyetracking system. The result can be expressed in terms of: for a given record for 

an object within the object log, what is the probability that there were actually n objects 

under the gaze point, for an arbitrary +ve integer n?

Precision:

Given a characterisation of spatial accuracy as described above, spatial precision can 

then be assessed in terms of the repeatability of the probabilities obtained for different 

values of n objects under the gaze point. 

Temporal:

Accuracy:

Each object log entry reports the time at which a specific object was under the gaze 

point during one simulation time cycle of the game engine. Accuracy can be assessed by 

comparison with a known actual time of that specific object under the gaze point during 

one simulation time cycle of the game engine. The result can be expressed in terms of: 

for a given record for an object within the object log occurring at a time tlog, what is the 

probability that the actual time at which the gaze occurred is tlog +/- toffset, for toffset in 

some known real number range of seconds?

Precision:

Given a characterisation of temporal accuracy as described above, temporal precision

can then be assessed in terms of the repeatability of the probabilities obtained for 

different values of toffset from the time at which an arbitrary object is recorded as being 

under the gaze point. 

Repeatibility in both cases could be assessed by looking at probabilities derived: a) from different subsets 

of data within a single verification test run, or b) from data across multiple verification test runs. 

In developing accuracy and precision models in detail below, other aspects of accuracy and precision will 

be considered in addition to the above components specifically relating to the integrated system. This 

results in the following categories of the components of spatial and temporal accuracy and precision: 

- the visual system of the player 

- the HFE system

- the Tobii eyetracking system
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These categories will be considered in turn below, first for spatial accuracy and precision and then for 

temporal accuracy and precision. 

5.2 Detailed Model of Spatial Accuracy and Precision 

5.2.1 The Visual System of the Player 
It is useful to briefly summarise the accuracy or precision of the human visual system, especially in 

relation to the other systems. Foveal resolution refers to the visual angular spatial resolution of the most 

sensitive, high resolution area of the retina within the eye. The highest resolution of the human eye (i.e. 

highest perceivable spatial frequency cycle) has been characterized to be around 30 arc seconds. At the 

optimal viewing distance of the Tobii eyetracking system of 60 cm (and hence the distance of the game

screen from the player’s eye in this study), this represents a distance of 4.6e-7 m on the screen. The Tobii 

screen measures 0.34 x 0.27 m, which at a pixel resolution of 1024 x 728 gives pixel dimensions of 3.3e-4 

x 3.7e-4. Clearly, foveal resolution is insignificant compared to the pixel size on the screen. 

Eye pointing accuracy can be considered in terms of muscular tremor, which has a variation of 20-40 arc 

seconds. Since this is around the same value as the 30 arc seconds of foveal resolution, it can similarly be 

disregarded as a factor compared with apparent pixel size. 

A potentially significant factor in the accuracy of vision is the role of peripheral vision. This is dependent 

upon the task, the task environment and the learned visual competence of the observer within the 

environment and so should be studied within that context. 

5.2.2 The HFE System
The HFE system and the game environment are sources of basic limitations in spatial accuracy. If the 

game engine is subjected to high processing demand during game play, it could slow down to a point of 

introducing noticeable visual delays that might interfere with the mapping of screen (x,y) coordinates 

onto virtual visual objects. However, this was neither observed nor specifically tested for in the study. 

Graphical discrimination due to factors of hue, saturation, lighting, materials and textures can make a 

difference to the perceivability of objects (e.g. whether a player perceives a boundary between objects or 

not). These factors are dependent upon the basic graphics and rendering functions of the system. Again, 

these factors were not specifically tested for in the study. 

A factor that did have an observed impact upon the accuracy of the system was the correspondence of 

specified object bounding volumes within the game design with the graphical objects that they are 

associated with. This factor is subsumed within the human/machine error statistics described below. 

Maximum screen resolution, with its influence on the position of edges, is a function both of screen 

capacity and rendering capacity. Since this was dependent in this study upon the Tobii eyetracker screen, 

it is considered in the next section.

Additional game engine errors having a bearing upon the study include rendering errors (eg. an object is 

not visible when it should be), raytracing errors (concerning engine functions added for integration with 

the eyetracker, amounting to failure to intercept objects under the point of gaze even though the gaze 

coordinates have been successfully retrieved from the eyetracker) and errors in the position of objects. 

These factors are subsumed within the human/machine error statistics described below.

5.2.3 The Tobii Eyetracking System
As noted above, the recommended screen resolution of the Tobii eyetracker is 1024 x 768 pixels, 

resulting in pixel dimensions of 3.3e-4 x 3.7e-4 m. The Tobii eyetracker has a stated accuracy of 30 
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pixels, which can be interpreted as a diameter of about 1 cm at the recommended viewing distance of 60 

cm. This is a significant factor in spatial accuracy.

Nyquist (or Shannon’s) sampling theorem states that a signal must be sampled at least at the same rate as 

its highest frequency component in order to avoid aliasing (i.e. reading higher frequencies as lower 

frequencies). 1 cm accuracy of the eyetracker (corresponding to 100 spatial wavelengths per metre)

means that in principle, the highest spatial frequency that can accurately be reproduced is 50 cycles per 

metre, or 2 cm. Hence periodic spatial frequency variations of a higher frequency than that cannot be 

accuractely discriminated as gaze objects.

Regarding screen resolution, sampling theorem allows spatial frequencies greater than or equal to 2 pixels 

in size to be reproduced without spatial aliasing, amounting to a visual size of 6.6e-4 m horizontally and 

7.4e-4 m vertically. Clearly, the eyetracker spatial frequency limits are a far more significant factor than 

screen resolution in determining the spatial accuracy of the system. Hence screen resolution can be

disregarded.

Graphical discrimination (as affected by hue, saturation, light, material and texture) is a function of the 

game design, rendering engine and the Tobii screen itself. This factor is not considered in the study. 

Calibration of the eye point of gaze is a critica factor in determining the spatial accuracy of eyetracking. 

However, the quality of calibration data is assessed automatically (the calibration procedure can be 

repeated in the case of poor calibrations), with no quantified indication of the meaning of a good 

calibration. Hence this factor is not considered in the study, other than by using only what the ClearView 

system regards as ‘good’ calibrations. 

For the verification procedure, the spatial accuracy of video capture and the representation of gaze 

position over the captured video for interpretation are significant factors. The recommended screen 

resolution of captured video is 640 x 480 pixels, much lower than that of the Tobii screen itself. The 

impact of this is significant, as manually assessed and reflected in the figures for machine versus visual 

interpretation error presented below.

Gaze data is represented in the video file as a coloured line for saccades and as an opaque dot for fixation 

points. The line is thin enough to be disregarded as a limiting spatial accuracy factor. The fixation point 

dot can be set with a radius of between 10 and 100 pixels, with a default value of 30. Since the eyetracker 

has a rated accuracy of 30 pixels, a setting of 15 pixels radius corresponds to the spatial accuracy of

eyetracking. If the video is analysed with a dot of this size, ambiguity due to the dot obscuring object 

detail should be an accurate representation of the basic spatial accuracy limits of the eyetracker. Using a 

larger dot size can obscure image detail and reduce the accuracy of visual interpretation of objects under 

the represented point of gaze to a level less accurate than that due to the accuracy limits of the eyetracker.

For the study, a radius of 30 pixels was used, with the resulting ambiguities being taken into account in 

the summary accuracy model (below). As discussed below, this is not regarded as a critical issue, since 

object ambiguity under the point of gaze is a function of game level design and player tasks, making this 

aspect of spatial accuracy difficult to generalise into a precision model across level designs and players. 

5.3 Resulting Spatial Accuracy and Precision Model

5.3.1 Spatial Accuracy

As noted above, the spatial accuracy of the integrated HFE/Tobii system can be expressed as the 

probability for a given record for a specific object within the object log that there were actually n objects

under the gaze point, for an arbitrary +ve integer n. 

44



Examination of the captured video data showing the game screen with superimposed gaze data revealed

many cases where visual examination could not disambiguate the number of objects under the gaze point, 

especially within the 30 pixel diameter accuracy limits of the eyetracking system. The following table

shows the frequency of the occurrence of n ambiguous objects under the gaze point, together with

unrelated errors in the final column.

n 0 1 2 3 4 5 6 7 error

count 80 3331 235 112 12 3 1 0 3

Figure 47. 

In Figure 47 these figures are depicted as probabilities of n Objects under the gaze point. The meaning of 

this probability distribution is that if the integrated HFE/Tobii system is used in a study, for each entry in 

the object log these is actually a probability of not 1 but n objects being under the gaze point, where the 

probability of there being n objects, P(n), is as shown on Figure 48. 

Probability of n Objects Under Gaze Point

0.000

0.100

0.200

0.300

0.400

0.500

0.600

0.700

0.800

0.900

1.000

0 1 2 3 4 5 6 7 999

n Objects

P
ro

b
a

b
il

it
y

Figure 48. Probability of n Objects under the gaze point.

5.3.2 Spatial Precision 
The spatial precision of the integrated HFE/Tobii system is a matter of how the accuracy derived above 

might generalise to other studies. No detailed spatial precision model has been derived. In general it is 

doubtful whether such a model can be derived, since a spatial accuracy model derived using the method

above may vary a great deal depending upon stimulus design and the deailed task(s) given to a player 

under study. For example, a stimulus game level could be constructed with a small number of very simple

objects (e.g. buildings) within the game level design. In this case, there may be few instances where the 

player experiences overlapping objects within a small visual field and hence a very low frequency of 

highly ambiguous perceptual situations. On the other hand, a stimulus could use a very large number of 

densely located objects (e.g. using many small plants and artefacts very close together). In this case there 

may be very many situations in which many small objects fall within the 30 pixel accuracy limits of the 

eyetracker. In both cases, the nature of the tasks given to a player may draw attention towards or away 
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from spatially ambiguous areas of the game. For instance, a task to search for a small object may lead the 

player to look at areas where many plants are close together, providing good hiding places. Alternatively

a large scale navigation task may lead the player to disregard clusters of small plants while looking more

at large scale navigational features, such as buildings. 

5.4 Detailed Model of Temporal Accuracy and Precision 

5.4.1 The Visual System of the Player 
The frequency of high frequency tremor of the eye is generally within a range of 30 to 90 Hz. However, 

since the spatial consequences of this are insignificant, this factor is disregarded. 

The general sampling rate of the eye for sharp edges in the visual field, due to high frequency tremor, is 

90 Hz. Sampling rates due to saccadic motion can vary within a wide range, depending upon the visual 

stimulus, the task, the person and the occasion. This is not considered directly here in terms of general 

saccadic movement, but it may be noted that the Tobii sampling rate of 50 Hz limits accurately sampled

saccadic movement frequency components to those having frequencies of less than or equal to 25 Hz (see 

below).

Spontaneous Eyeblinking Rate (SEBR) generally occurs at 2 to 10 sec intervals, having a duration of 0.2 

to 0.4 sec per blink. This is significant and results in corresponding loss of tracking by the Tobii system.

However, this was not found to have any significant analytical consequences and so is disregarded in this 

study.

5.4.2 The HFE System
The HFE frame rate varies depending upon transient processing loads, with an average frame interval of 

about 30 ms; this is the same as the simulation update rate (more precisely, the game engine update rate 

appears to vary between 28.6Hz and 50Hz, with an average of 30 Hz). According to sampling theory, this 

update results in the unaliased synthesis of time frequency components less than or equal to 

approximately 15 Hz. The effects of this will be dependent upon the time frequencies built into a game

level design, e.g. frequency components of animation sequences. 

The more immediate and intrinsic effects of the variable HFE frame rate for the integrated HFE/Tobii 

system occurin terms of time offsets of object log entries compared to captured video frames. This 

variability subsumes lag, effectively encompassing the effects of both lag and frame rate variations in 

comparison with gaze data log data obtained from the Tobii system.

5.4.3 The Tobii Eyetracking System
The Tobii eyetracking system has a sample rate of 50 Hz, and hence a sample interval of 20ms. By 

sampling theory, this means that only eye movements having a temporal frequency of less than or equal 

to 25 Hz can be reproduced without aliasing. This is a fundamental limitation of the eyetracking system,

so no higher frequency information about eye movement is available for this study. Since this frequency 

is nevertheless higher than that of the HiFi game engine and the frame grabber, the Tobii gaze movement

data must be used as the basis from which accuracy and precision characterisations are obtained.

Temporal accuracy therefore refers to the time accuracy of correlation between the eyetracker and the 

game engine object logging. 

Video screen capture is conducted at a rate of 10 Hz, or 10 fps (hence with an inter-frame time of 100ms).

Using a gaze history time of 100 ms results in all captured gaze data from one frame to the next being 

represented in the video output generated by the Clearview software. By sampling theory, this frame
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capture rate means accurate capture of frequency components having a frequency of less than or equal to 

5 Hz. The relatively small scale of changes between frames as a function of the game design and its 

dynamics makes this acceptable as a basis for interpreting the objects under the gaze point within each 

frame, especially given the 30 pixel resolution of the eyetracker (since faster changes tend to occur within 

smaller spatial regions). Variations due to the engine frame rate are analysed in relation to the relative 

difference in time between when a frame is grabbed and when the corresponding object log record is 

made by the HiFi engine.

5.5 Resulting Temporal Accuracy and Precision Model

5.5.1 Temporal Accuracy 
As noted above, temporal accuracy of a given record for an object within the object log occurring at a 

time tlog can be expressed in terms of the probability that the actual time at which the gaze occurred is tlog

+/- toffset, for toffset in some known real number range of seconds.

If the game engine had a fixed frame rate that is a multiple of 20 ms and the engine and the eyetracker

were precisely synchronised, every engine frame would correspond with a subsample of every n-th gaze 

sample taken by the game engine.

However, the game engine frame rate and lag in the interface with the eyetracker are both variable. For 

the verification study, the only possible reference for ‘the actual time at which the gaze occurred’ is the 

video file with overlayed gaze data. The timing of video frame capture is consistent, but at a much slower 

frame rate of 10 Hz, compared to the eyetracker sample rate of 50 Hz. With the gaze history set to 100 

ms, a video frame and its gaze data represent the best available representation of where the gaze point was 

at the time of frame capture and for 100 ms prior to and leading up to that time.

During 100 ms the video image changes; this change is small and was not quantified during the study, but 

is assumed to be small enough for the frame image to represent a reasonable basis for interpreting the 

objects under the gaze point through the whole 100 ms gaze history represented on the frame image (no 

more accurate data than this is available). 

Variability in the frame rate and lag in the connection with the eyetracker result in object log entries 

having highly variable sample timing, having an average frame interval, and hence sample interval, of 

28.6 ms (with a population standard deviation of 6 ms). The object log entry is stamped with a time stamp

from the game computer. Hence the log entry time value includes the variable lag in the request and 

reception of a gaze data point from the TET eyetracking server.

Given these uncertainties, in order to obtain an approximate time accuracy characterisation, it is assumed

to be a reasonable approximation to equate time variability with relative entry position in the sorted

log/transcript file. That is, from the time of a given captured video frame, the temporally closest 

corresponding object log file entry is found and the number of entries ahead or behind the video transcript 

in the sorted log file is taken to reflect its time accuracy, based upon the 28.6 ms average frame rate.
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Figure 49. Frequency count of offsets of object log entries from object visibility in the video transcript.

The count of offset values is then given in the following tables. In the first the case, one unambiguous

object under the gaze point is considered (i.e. the object log record corresponds with the only object under 

the gaze point in the video transcript). The resulting tables are as follows: 

Negative Offsets (-): 

-15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1

2 1 1 0 0 3 4 5 3 16 30 42 80 144 216

0 Offset:
1

2232

Positive Offsets (+):

 1  2  3  4 5 6 7 8 9  10  11  12  13   14    15 

95 46 19  6 4 3 1 0 0   0   1   0   0    0     1 

These values are shown on the chart on Figure 49. Note that the ‘total match’ condition occurs when the 

video transcript entry time exactly matches the time of a corresponding object log entry (actually there are 

0 cases of this), or when a the video transcript entry is flanked in the sorted time list by two corresponding 

object log entries. The chart on Figure 50 shows the same frequency distribution using a logarithmic

scale.
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Object Log of Count of Offsets  - 1 Gaze Object
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Figure 50. Frequency count of offets of object log entries from object visibility in the video transcript,

using a logarithmic scale. 

For the case of any number of objects under the gaze point (i.e. the object log record corresponds with at 

least one object out of any number that are under the gaze point in the video transcript), the resulting 

tables are as follows:

Negative Offsets (-): 

-15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1

2 2 1 0 0 3 5 6 4 18 36 45 103 183 247

0 Offset:
1

2352

Positive Offsets (+):

 1  2  3  4 5 6 7 8 9  10  11  12  13  14    15 

101 60 26  6 5 6 2 0 0   1   1   0   1    0     1 

Figure 51 shows probabilities of offsets based upon these frequency counts, both for single objects and 

for multiple objects under the gaze point. Hence for a given object log entry, a reasonable heuristic is that 

the actual time of the entry has a probability of being the stated time +/- 28.6 P(offset), where offset has a 

range from –15 to 15 and P(offset) is as depicted on Figure 51. 
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Offset and Error Probabilities
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Figure 51. Probabilities of time offsets, for both a single object and for multiple objects under the gaze point.

Since a video frame covers 100 ms and the object log entries have an average inter-frame rate of 28.6 ms,

it can be considered that a log entry falls within an acceptable range if it is within 100/28.6 = 3.50 entries 

of the video transcript within the sorted log file. There are 3780 transcribed video frames. There are 3072 

objects log entries that fall within +/- 3 frames of the corresponding video frame time. Hence the overall

temporal accuracy of object logging might be said to be 3072/3780 = ~81%. Note that this follows from

the sampling rate represented by the captured video file of 100 msec per sample (frame), acting as an 

accurate sample rate only for sampled data periods greater than or equal to 200 msec. +/- 3 frames

amounts to a 6 frame interval, equivalent to 200 msec but rounded down to the integer 6 multiple of

average log entry durations, thereby representing a time span of 6 x 28.6  = 171.6 msec. In effect, 

interpretation of the video frame capture rate in terms of corresponding object log entries within +/- 3 log 

entries, functions as a temporal filter on the object log data, filtering out small scale variations in line with 

the temporal resolution of video frame grabbing. 

5.5.2 Temporal Precision 
Temporal precision has not been derived by considering a series of measurements over different trials. 

However, unlike the case of spatial precision, since the accuracy as analysed above is derived from 

system characteristics, it is a reasonable assumption that this represents a good characterisation of 

temporal precision across many stimuli. Further testing as described in this report will be necessary to 

verify this assumption.

5.6 Additional Sources of Error Qualify the Accuracy Models 

The probabilistic accuracy models proposed above use the overall count of object log entries. This count 

includes a number of errors that are attributable neither to time variations nor spatial ambiguities. Instead, 

these are errors either within the HFE system or made by the human analyst in interpreting the video data. 

HFE system errors include rendering errors, collision detection errors and raytracing errors, as discussed 
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earlier in this document. Human errors include wrong interpretations of fixated objects and saccades due 

to fatigue, pixelation, distance, or a dot representing a gaze point that is growing over time and obscuring 

what is behind it. The overall error count is broken down into percentages by type in Figure 52. Note that 

raytracing errors could most likely be fixed with further software development, and collision detection

errors could be eliminated by careful construction of collision volumes to match as closely as possible

their corresponding graphical meshes.

Errors [999] by Machine and Human
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Fig. 52. The distribution of errors within the total of category 999. The total amount of errors includes 376 occasions of one

gazed object and also if more than one object has been included due fixation size (ratio of 1 cm). In total, on 

528 occasions
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6 Conclusion 

The verification study reported in this document has shown that the integrated HFE/Tobii eyetracking 

system performs well, with the accuracies described above. Such accuracy figures are well within what is 

regarded as constituting a useful system, especially for characterising gaze behaviour and variations in 

gaze behaviour for statistically significant numbers of test subjects. The availability of this system makes

it feasible to consider experiments using large numbers of subjects and long test sessions, generating data 

that would involve impractical amounts of time to analyse if done purely manually. The system is now 

regarded as being a highly valuable tool suitable for ongoing use in such empirical studies. 
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