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Abstract

In this report we give an overview of the Spatial Reuse Timadibn Mul-
tiple Access (STDMA) algorithms presented in current étare. We list the
requirements that should be fulfilled by STDMA algorithmsoider to make
them viable in military networks. Seeing as none of the aflgors currently
available meet the requirements listed, we present an STRM#érithm de-
veloped at FOI that is tailored to military ad hoc networkbeTlgorithm pre-
sented is a fully distributed, traffic adaptive algorithrbleato generate sched-
ules with spatial reuse in mobile networks. This STDMA aitjon can be of
great use in simulation studies and in performance evalisand comparisons
of commercially available solutions.

Keywords: ad hoc networks, distributed, STDMA, scheduling
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Sammanfattning

| denna rapport ges en dversikt av de schemalaggningsahgorimed spati-
ell ateranvandning (STDMA-algoritmer) som finns beskrivtieraturen. Vi
visar pa vilka krav som bor stallas pa STDMA-algoritmer fouloi militara
natverk. Da inga foreslagna losningar uppfyller de krav stafls, beskriver
vi en algoritm framtagen pa FOI som &r anpassad for militdraae-natverk.
Algoritmen som presenteras &ar helt distribuerad, trafigpéid och genererar
scheman med spatiell ateranvandning i mobila nat. DennaVB¥-Blgoritm
ar av nytta vid simuleringsstudier och prestandautvanderi av kommersiella
|6sningar.

Nyckelord: ad hoc-nat, distribuerad, STDMA, schemalaggni
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1 Introduction

An ad hocnetwork is a wireless network consisting of nodes that ate &b

communicate without the need of a fixed infrastructure, g®egd to a cellular
system for instance. The nodes in an ad hoc network act batlamsmitters

and receivers as well as routers, relaying its neighbouckgta and thereby
providing multi-hop functionality. As there is no fixed iaBtructure, the con-
trol of the network in terms of routing and medium accessrob(MAC) needs

to be performed by the nodes themselves. The nodes of an atehwork are

typically mobile making these control algorithms quite gdex. The rout-

ing protocol needs to quickly adapt to varying channel coowl due to the
mobility of the nodes and access to the shared channel neddsdontrolled

efficiently, all without too much overhead being sent. Thdemands make
protocols for ad hoc networks difficult to design and adaptimese protocols
according to the type of traffic that will be sent is requiradorder to meet
requirements for Quality of Service (Qo0S).

Medium access control in ad hoc networks can be performedandif-
ferent manners, contention- or schedule-based. In a diorteoased scheme,
nodes will try to send packets as they arrive at the node ambaés that want
to send packets will have to contend for the shared chandalsencarrier sens-
ing and collision avoidance algorithms to prevent collgdiransmissions. With
these types of MAC protocols it becomes hard to give guaearfier the QoS,
as the delay grows quickly under heavy traffic load, due tagelaumber of
collisions. A way of providing better QoS is to use a schedhdsed MAC pro-
tocol such aslime Division Multiple AcceséTDMA), where time is divided
in slots and each node is assigned certain slots in whichahreallowed to
transmit, in order to avoid collisions.

In protocols based on a TDMA solution the important quest®how to
perform the scheduling of the time slots, i.e. assigninggmaission rights to the
nodes. To make best use of the resources available, theaedHzamdwidth, the
scheduling needs to be done adaptively according to theshwdeying traffic
loads. This means that the protocol should assign more totets a node that
has a high traffic load, in order to avoid bottlenecks in thisvoek. To further
utilize the channel as effectively as possible, nodes tieasjpatially separated
should be able to transmit simultaneously, referred tSzatial Reusd DMA
(STDMA). Lastly, in a tactical scenario a distributed sallédy algorithm is a
necessity in order to avoid being vulnerable to single nadlares and also to
reduce scheduling delays and overhead costs.

There are no real standards in terms of how to generate STDOiWédsiles
and the properties of the algorithms typically depend orsttemario in which
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they are intended to be used. Therefore, in this paper westaitt by listing the
properties we see as important for military ad hoc netwdBesed on the listed
properties, we give an overview of the state of the art allgors presented in
literature along with comments on their applicability to aitary network.
Motivated by the fact that no current protocols fulfill ougterements, the rest
of the report describes an algorithm developed at FOI to bd ussimulations
and evaluations of network solutions.

1.1 Wanted Properties in a Distributed STDMA
protocol

In the following we list some of the desired properties ofstributed STDMA
(DSTDMA) algorithm. The first five of these are specific fortdisuted schedul-
ing. The last three properties are general for all STDMA daliag but they
are so relevant for performance that they are stated hereagny

1. No central control; the algorithm is run in parallel in evenode in the
network. This is necessary if we want a robust system that can handle
the loss of an arbitrary node and is the basic meaning of tine ‘telis-
tributed”.

2. Only local information is exchanged and needék the other corner-
stone of the term “distributed”, the information propagatmust be lim-
ited. However, we do not make any specific definition of thentdocal”,
except that global information about the network is not eeed

3. Local adaptation to topological and traffic changes must begible.
This is an addition to the previous two assumptions thateretunsta-
ble” algorithms.

4. The algorithm should be able to efficiently handle large demin the
number of nodes and density of the netwolk.particular, changes in
the network density will be common in military scenarios aitdations
where all nodes are gathered at one place (with maximum tgleasia
result) will occur.

5. The algorithm should adapt to the level of mobility relatively static
networks, we can get a very good picture of the situation, prgcise
path losses and power levels which could be used to make agffiaient
schedule. In a high mobility network the only informatioratimay be
possible to transmit might be the existence of neighboung. algorithm
should perform well under these circumstances too.
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6. Adaptivity to traffic; the algorithm should be able to adapthe differ-
ent needs of the different link$here is considerable variation of traffic
between different nodes in the network due to the relayingadfic in
multi-hop networks. An STDMA algorithm must adapt to thisarder
to be efficient [1]. Traffic adaptivity is only rarely includen distributed
algorithms.

7. Using an interference-based network mod€he graph-based network
model is currently the most used network model for ad howrords.
However, this model does not reflect reality sufficiently Mreimany of
our scenarios and is outperformed by interference-basettisicsee [2].

The first three of these properties are handled by all alynstthat claim
to be distributed, although point three is difficult to asseghout actual simu-
lations. For the rest of the properties there are consiteeratriations. Of the
existing algorithms, USAP [3] is interesting for militarpmmunications but
not even this algorithm has all the listed properties thatdasired for reliable
and efficient communication on the battlefield. See [4] fottfer discussions.
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2 Related Work

Most of the research on STDMA scheduling is focused on aatgeschedules
with shortest possible frame length and the authors oftérilese schedules
optimal. The goal of the algorithms is usually to create addte that makes
sure that each node transmits at least once. Under modgensiece models and
scenarios, the time complexity of finding an optimal lengtheziule has been
proven to be NP-complete [5, 6]. Most approaches therefonsist of devis-
ing a suboptimal, heuristic algorithm that produces sisbiptessible schedules
within a constant factor of the optimal length schedule amyipg that it can
perform in polynomial time.

In a more realistic scenario, however, there are more impofactors af-
fecting the performance rather than just short schedutea.nhilitary scenario
these factors can for instance be traffic adaptivity, quaiftservice and dis-
tribution of control information. Optimizing the schedukngth also means
that a variable schedule length usually is needed, songethat may not be
practical in realistic scenarios. Many of the works disedsia this section also
rely on a central scheduler, making them unsuitable for mseilitary applica-
tions. Other aspects that are rarely accounted for is tleetaffiobility has on
the capacity. In a scenario with up to hundreds of nodes nyaiiigh speeds,
links tend to be very volatile which has a significant effecttbe performance
of both routing and medium access algorithms.

Looking at recent works we will focus on what interferencedels are
used, how traffic adaptivity is handled and how the amountootrol traffic
that is needed to perform the scheduling is handled.

In [7] a centralized scheduling algorithm with variable sdble length is
presented. The presented algorithm is based on the phyrsiederence model
and schedules links in a sorted order, based on the amoumteoference gen-
erated by the link to be scheduled. Traffic adaptivity is @enfed by assigning
weights to the links depending on their traffic and then adsgas many slots
as the link’s weight in the scheduling process, thus reggia varying schedule
length to be used. Simulations are performed under the gammthat global
knowledge being available to the central scheduler but rwh@ad costs are
accounted for. Since the algorithm is designed with Wikelgsh Networks
in mind, no results regarding the impact of mobility are preaed either.

In [8] a centralized scheme focused on providing high spetiase is pre-
sented. The authors present a graph-based model in comhinath SINR
computations to better handle the interference. The pezpssheme is verified
with simulations and the metric used in evaluation is the Ibeinof successfully
received packets per time slot. The work does not take inmtsideration how

11
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the SINR information will be distributed and what the codtshe distribution
will be. The system is also assumed to consist of static naitdong packet
queues, hence paying no attention to neither traffic adgptior mobility.

A further extension to the regular SINR model is explored®ini0], where
a second SINR threshold is added and packets received WitR Between
the thresholds, in this so call€gray or Gradedarea are, received with a error
probability given as a function of the SINR. Scheduling aipons that make
use of these kinds of suboptimal allocations are presemedesaluated in
terms of increased throughput. No results are presenteldecamhount of extra
overhead generated due to increased retransmissionshihoeigce the actual
benefits of using such a model are unclear.

The problem of scheduling multicast group communicatigrisvestigated
in [11]. The scheduling is formulated as bnteger Linear ProgrammingILP)
problem and the authors present a centralized scheme basedi@e-specific
trees. The nodes within the source-specific trees are aggum levels based
on the the hop-distance from the source and the construofiaonflict-free
graphs and scheduling is performed on a per-level basisctease the spa-
tial reuse. This method is still just an extension of grapsdal scheduling as
no SINR calculations are made and the scheduling is vergntetin a central
scheduler.

In [12] a line graph approach to the scheduling problem isgmeed. A
weight function is used to calculate weights for pairs okdirbased on the
interference between them. These weights are assignee teettices of the
line graph and coloring is performed under SINR constraifiise nodes are
assumed to be static during simulations, hence it is urineftéhe algorithm
can be applied to a network with mobile nodes. Traffic ad@ptie briefly
mentioned by using a weighting function and giving moresstotlinks with
larger weight, but it is not examined further.

Vergados et al. [13] present a distributed TDMA schedulipgraach with
the aim of providing QoS on an end-to-end basis. This is aelliby perform-
ing scheduling on path-basis rather than node-basis anebihbetter adapting
the scheduling according to the current traffic. The albanits evaluated in
simulations and compared to two centralized schemes, slgawiprovements
in terms of end-to-end delay for the topologies investigatéhe algorithm is
however designed and tested only for static networks ard ldetail in several
aspects.

Among the few works which presents thorough results reggrgrotocol
overhead is [14]. The authors present a distributed, adaptbtocol, complete
with extensive simulation results for the overhead needemder to maintain
the schedule. The results show that the overhead genergtddygncreases as

12
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the mobility and communication distances of the nodes as#eThe algorithm
presented is, however, using a graph-based interferendelrand no discus-
sion is made in regard to traffic adaptivity or the underlyiragfic assumptions.

Luo et al. [15] present a TDMA-based protocol specificallgigaed for
urban warfare, aimed at providing multi-hop communicatiovith a minimal
amount of overhead costs. This is achieved by using a coitidsnef different
slot types, both slots that are evenly distributed betwhembdes and repeated
every frame, and slots that can be either reserved or cogdefod depending
on the traffic situation. The system is only aimed at netwaxkssisting of up
to 20 nodes and seemingly short range communications. frhdation results
show no details in respect to node mobility or traffic adagytiv

In [16] the authors approach the overhead problem in a degssed man-
ner by making the scheduling aware of the OLSR routing patothe idea
presented is to use the MPR selector set as a measure ofypridris informa-
tion is then sent in unused fields in the HELLO messages usdldeb®LSR
algorithm, thereby not generating any additional overheaén sending in-
formation about priorities. The MPR selector set, howegafs only a very
limited view of the traffic distribution and hence the apptods too simple to
achieve good traffic adaptivity.

A tactical MANET system is presented in [17]. The system ity fdis-
tributed with a focus on providing support for both voice atada by the use
of an adaptive frame structure containing some slots dedic® data traffic
and some slots available for voice traffic. The slot allarais based on a re-
quest and release principle that is performed at each nodg U data slots
that it has acquired, hence no explicit control slots arelusehe system is
further developed in [18] where the scheduling is improvedising a physical
interference model in the channel access scheme. The dictieidyperformed
in two steps, first a 2-hop interference model is used theis shat seem to
allow more spatial reuse are scheduled further under SINRtrints. The
algorithm is evaluated for a 20 node network in simulationd measured in
terms of receiver collisions and slot usage. The work pttsssyme interesting
ideas, especially the support for real-time voice, butdaitails regarding the
implementation and performance, for instance how mucheofrtffic sent that
actually is control traffic or how well the protocol scalegwgrowing network
size.

13
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3 Central Design Concepts

In this chapter, we elaborate on some of the central concegptghich the al-
gorithm is based. The chapter describes the SINR-baseaehamodel that is
used to generate conflict free assignment of timeslots.owolly is a descrip-
tion of the concept of priority which is needed to determiflecation order
and to provide traffic adaptivity. Last, we discuss how liaker information is
abstracted and what kind of traffic types that are regarded.

3.1 SINR-based Scheduling

The purpose of an STDMA-scheduler is to assign transmigsibis to nodes
in a conflict-free manner. This is achieved if the schedutadgmissions ful-
fill two constraints, logical constraints and SINR consitsi The logical con-
straints stems from the fact that nodes are assumed to bduy#x, i.e., nodes
cannot transmit and receive simultaneously or receiveipheltransmissions
simultaneously. For the SINR constraints we require thataah receiving
node, the SINR is above thiereshold for reliable communication;..

PGy
NS 0 PCr > (3.1)
keT

Here P; denotes the power of the transmitting nage G; ; is the link gain
between nodes; andv; and N is the noise power at the receiver, whileis
the set of transmitting nodes having a link to receiving npdEach node that
receives an allocation attempt will check the SINR constriar all nodes that
are receivers in the considered timeslot, for which thergt®a link. Two nodes
are considered having a link if the SNR is abovedbenmunication threshold
Ve
The choice of this threshold is of course dependent on Sefeetars, such as
the actual modulation method of the signal, properties efréteiver noise,
data rate and required BER. It is also possible to add additimargin to the
SNR thresholds in order to only use links that tolerate samerference and
also to add some stability to the set of links that are usedfef@nt margins
can be used for links that are considered in the interfereatailation and
links that are actually used for transmission, thus acdogrfor interfering
effects from weak links but only transmitting on better knkThe choice of
thresholds will, however, affect the connectivity of thewerk and too strict

(3.2)

15
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margins might cause network segmentation. The actual valuhe thresholds
are considered design parameters.

Since the exact channel gairts; ;, are not known, the SNR for links will
be estimated from the control messages sent during theotabtts of the
schedule, see Section 4.1.

3.2 Priority-based Resource Allocation

In a distributed scheduling algorithm there is a need tordete the order
in which nodes should be allowed to acquire resources. A waletermine
the allocation order serves two purposes, firstly to avoiersg nodes trying
to obtain the same resource at the same time, which wouldtteadnflicts.
Secondly, in order to have traffic adaptivity, nodes thaetealarger traffic load
should be able to acquire more resources. We have chosee fwiosties in
order to determine the allocation order and a node’s pyigsitdefined as the
quotient of the traffic load and the allocated resources.

All the incoming traffic and allocated resources for a nodauimmed up to
an aggregate priority value. In the case of link slots, eadtwlill instead have
a separate priority value. The priority value for a noflewill be calculated
from the sum of all incoming traffic flows; and all resourceg; as

K L
i = ZAz,m M = Zﬂz’,z (3.3)
k=1 =1

for nodei with K incoming traffic flows and. allocated resources, where both
traffic and resources are given as average bitrates (in bitsqgrond). The
priority value for node will then simply be

Prio; = ﬁ (3.4)
i

The priority values calculated assume that we have some fvagtionating
the traffic loads. These estimates can include both inféeamdtom arriving
packets, queue lengths, as well as routing informationyaflable. How the
estimate is obtained is irrelevant to the STDMA protocoludpio, although bad
traffic estimation will have a negative effect on how well #udeduling can be
performed.

The concept of priority presented here can be further gérpedao include
measures such as different traffic classes in order to giveeXample, voice
traffic precedence over email and ftp services, regardlietedraffic load for
the different services.

16
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3.3 Link Layer Abstraction

The network model we have described in this chapter is somesimplistic
(although more complex than a graph model). In reality, atlqets will not be
perfectly received if the SIR is abovgy, and all packets will not be lost just
because SIR is below the threshold. If the sent packets Himiténsize, such
assumptions would be more accurate.

In addition, exact path gains will not be available and fast slow fading
will complicate the situation even further. An exact reprgstion on the de-
tails of the link is difficult to obtain and even if we could gich information
from the links in the network, an STDMA algorithm could notliée such fast
changes anyway.

Instead, we have to hide the volatility of the link from the KAvrotocol.
The link gain given from lower layer will be an expected ageravariable data
rates for the link (as seen from STDMA point of view) must berage data
rates, not what actually is transmitted on the link. An adeptadio node may
actually change data rate on the link from one time slot tathe.

3.4 Traffic Types

The traffic arriving at the network can be separated into types. The first
is unicast traffi¢ with a single source and destination. This type of traffic ca
be the carrier of many types of information, e.g. file trangfevoice con-
versations. The second type of trafficnmulticastor broadcast i.e. a packet
has one source but many destinations. With broadcast we theamtire net-
work. Broadcast traffic is very common in military networksg. group calls
or situation awareness data.

Multicast traffic is assumed to be treated as broadcast bivith@ layer,
i.e. multicast traffic will be broadcasted to all neighbooyshe MAC layer and
its up to the routing process in each of these neighbourstesrdane whether
to further broadcast it.

17
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4  Algorithm Description

In this chapter, we present a description of the STDMA athariand discuss
some of its most relevant properties. The first thing to motécthat the algo-
rithm can schedule both node and link allocations dynaiyicdépending on
traffic type and traffic rate. For example, broadcast andiocast are naturally
scheduled in node slots, but also unicast flows can be serdde slots and
several low rate unicast flows can share an allocated notle Idiost aspects
of the algorithm are identical whether node or link slots ased, with a few
exceptions. Therefore, in this chapter we will mainly déseithe algorithm
from a node-oriented perspective, with minor comments erptrts that differ
between node and link slots. Traffic adaptivity is includecbtigh priorities,
i.e., a node with much traffic will have high priority more @ft than a node
with less traffic, with priority defined according to Secti®:2.

The algorithm is interference-based, meaning that p@kegitocations must
fulfill SINR constraints at all intended receivers. SINRaudhtions are based
on link estimates which are sent in the administrative titoess We will dis-
cuss what information the nodes exchange and how in mor@ s on.

In short, our distributed STDMA algorithm can be describgdHz follow-
ing steps:

e Nodes that have entered the network exchange local infmmatith
their neighbours.

e The node with highest priority in its local surroundingalites a num-
ber of time slots. Allocation is performed by the transmgtnode, both
when using node and link allocations.

e The local schedule of the nodes is then updated, and the nitldéigh-
est priority is determined. This process is then continuetil all slots
are occupied or all nodes have the time slots they requiredeslehat
cannot allocate themselves any more slots will block thérasefrom
the priority calculation or try to steal slots from nodestwlibwer prior-
ity.

¢ Nodes that have resources that are no longer needed wilbdat these
resources.

4.1 Frame Structure

Figure 4.1 gives a description of the general frame strediuat the algorithm
uses. Time is divided into frames, which is further dividatbisubframes. In

19
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Figure 4.1: Schematic overview of the frame structure used. The frame length depends on the
number of control slots per subframe, j, the number of data slots per subframe, K, and the number
of nodes, N. Note that the data slots are repeated every subframe while the control slots are not.
The number of subframes per frame is given by N/j as each node needs to have one control slot
per frame.

each subframe there are two types of time slots. First, tuer@dministrative
control slots, these slots are divided in a round robin faskiuch that the aver-
age time between a node’s consecutive control slots is eguahg all nodes.
Different subframes typically have a different set of nodesg the control
slots. The frame structure used is flexible, making it easadjast the amount

of control traffic versus data traffic. The number of contitotsand data slots
are design parameters that can be varied depending on tgmvdartion of the
bandwidth is allowed to be used for overhead. However, tmebaus of control
slots per subframej, should be chosen as a factor of the number of nodes, to
make channel access delay equal among all nodes.

The control slots are used for neighbourhood discoverymating SNR,
and doing most of the scheduling, for further details on thetrol messaging
see Section 5.5. The rest of the slots carry data and thetseask repeated
every subframe, i.e, a node that is scheduled in a slot wiliile to transmit
packets every subframe.

4.2 Blocking

The concept of blocking is used in the algorithm in order toid\certain situ-
ations causing the algorithm to get locked in a fixed staterd&lare three dif-
ferent situations that need to be handled, using threerdiftekinds of blocks:

20



FOI-R--3960--SE

1. If a node tries to allocate a timeslot but fails due to thidFSbeing too
low, the node will consider thatmeslotblocked. This situation occurs
when the allocating node and the receiving nodes have eliffefiews of
the SINR for the current timeslot. This type of blocking alkthe node
to move on and try to allocate another timeslot, rather thang to sync
its SINR estimate with the receiving node. The reason fockita rather
than synchronizing is that SINR values tend to change napidince it
is more effective to just try another timeslot.

2. When a node needs more resources but is unable to find ddiritesin
allocate, it will blockitself. This kind of blocking is communicated to
the node’s neighbours. This allows neighbours of the nodgnore the
blocked node when checking which node has highest priovitithout
this kind of blocking, if the node with the highest priority iinable to
allocate any timeslot, the algorithm would get stuck andasoalith lower
priority would be stuck waiting.

3. A node which needs more resources but is not the node wgtnebi
priority in its neighbourhood will wait for the nodes withdfier priority
to make allocations. However, if the neighbour that has dstjipriority
does not make an allocation in a given time, the node will blttat
neighbourfrom the priority list. This situation typically occurs whehe
node with highest priority no longer is a neighbour, due tmedinks
being lost or a node exiting the network.

Each time a node receives updates about the network (new, lireffic
loads or allocations) it checks to see whether there are ek which can
be removed. Some special consideration is made when reghavitock of
type 2 (node blocking itself). When the network changes s¢haha node that
has previously blocked itself might be able to remove thelbland allocate
resources, it will consider if there are other nodes in thghimurhood who
are also blocked. Only if the node in question have the higtrésrity, counting
other blocked nodes, will it remove the block. Otherwise,tbde will wait for
atime, dependent on the number of nodes with higher prjdoéfore removing
its block.

4.3 Allocation of Resources

A node having less resource than its traffic load will try tedte more re-
sources. In this section we will describe the flow of the atamn procedure,
more precisely the allocation of a node slot. The only differe when allocat-

21
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1 Node needs more
resources

it jorit Go to Default state Initiate synchronization
Goto Waitfor Priority state Check resource demands Go to Wait for Sync state

Figure 4.2: Allocation procedure. For detailed explanations of the different states see Section 5.2

22
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ing a link slot is the priority value used, as described inti®ac3.2, and the
set of available time slots to allocate; the general proeeduowever, is the
same. Following is a description of the procedure and a flaartatan be seen
in Figure 4.2. When the procedure is finished, network ingttram and priority
values are updated and the procedure is repeated as lorgyasith nodes that
need more resources.

1. The node checks the priorities of all the nodes in the loesjhbourhood
to determine whether it has the highest priority in the nledirhood.
If this is not the case, the node changes staté/&it for Priority and
awaits changes in the network that affect the prioritiehi@ériode’s local
neighbourhood.

2. When the node has determined that it has the highesttgriothe local
neighbourhood, it attempts to find a suitable time slot tocate, broad-
casts an allocation for the time slot in question and waitévangtime
for other nodes to reply to the allocation question. The tthve node
has to wait depends on the length of the schedule used anith lefidne
time slots. This guarantees that all other nodes have tirbettoreceive
the question and respond to it before the allocation is fiedli If no
NACK messages are received during the waiting time the ndtleasy
sume the allocation succeeded and broadcast a messagenaupfine
allocation, in order to give nodes that have made a tempatlryation a
confirmation. If the node receives a NACK it will not send angssage
confirming the allocation and other nodes that had made adeampal-
location will remove it after a set time, since the lack of afoonation
message indicates that the allocation failed.

3. If there are no suitable time slots to allocate the nodkeaick if it can
steal a time slot from another node, due to having higheriprithan the
other node. When such a time slot is found the node sends Hajues
the chosen node asking it to deallocate its resource, chdtgystate to
Wait for Deallocationand waits for the node in question to respond.

4. In the case that there are no resources that the node oaatallat all,
the node will block itself, notify its neighbours and charitgestate to
Default

4.4 Deallocation of Resources

Allocated resources can be deallocated in two cases. Thedisg is that a
node that realizes it has too much resources in relatiorstwaffic load can,

23



FOI-R--3960--SE

contrary to [4], deallocate resources that are no longedethaather than just
wait for another node to request a deallocation of the resodue to higher
priority. The primary reason for this is to make allocatidmesources faster if
the network is not fully loaded.

The second case occurs when a node cannot find a suitable l6m® s
allocate and decides to steal a time slot from another notlelaver priority,
as previously mentioned in the allocation procedure, 8eeti3. When a node
attempts to deallocate another node’s resources, it isresfjthat the node
performing the theft has higher priority than the other natter the theft as
well, to prevent oscillating behaviour incurring large amts of overhead.
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5 Algorithm Implementation

In this section, we describe how the concepts presented &pt€h4 are im-
plemented. The central themes discussed in this chaptehermvent driven
state machine and the mechanics used to spread algoritbrmiaion (such as
traffic loads, allocations and link estimates) by ways oftmmrmessages and
synchronization procedures.

It should be noted that the algorithm can be configured to ikereex-
plicit acknowledgement through ACK-messages or implickreowledgement
by NACK-messages. The choice of acknowledgement methddafigict the
amount of overhead transmitted, where a NACK-based solstiould slightly
reduce the overhead sent. During the rest of the chapteragsumed that the
algorithm is used with NACK messages.

5.1 State Machine with Memory

In order for the algorithm to function there needs to be wayfwles to acquire,
update and synchronize information about links, traffic altdcations in its
local neighbourhood. This is solved with the help of a stateimme. A true
state machine is memoryless, though to simplify implementave have used
"a state machine with memory”. The memory is in the form of @lase that
contains:

e Link information - path gain for different node pairs (doex have to be
a link that can be used for communication i.e might be an fietence
link)

e Traffic information - information regarding the traffic load different
nodes or links

e Allocations - which links/nodes use a certain time slot

e Sequence numbers

To keep track of which information is the newest, all infotioa is tagged
with a sequence number. A higher sequence number means a pieae of
information. If a node receives updated information, i.efoimation with a
higher sequence number, it replaces the information ireitatthse with the new
data. If a node receives data with the same sequence numindtsadatabase,
it does nothing. However, if a node receives old data, it tkdlhsmit its newer
version of the information to that sender. The usage of sempiaumbers will
ensure that old information is not propagated through tieor& from a node
with outdated information.
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5.2 States

The state a node is in depends on the amount of traffic andneesoi currently
has and the algorithm messages it receives from other nodessidcal neigh-
bourhood. Following is a brief description of the differestates and how the
node acts depending on its state. The state transitiongboand the events
causing them are visualized in Figure 5.1.

1. Default: A node is in the default state when it does not have any needs
for more resources. This is also the state a node is in wheastiefiters
a network.

2. Wait for priority: When a node is in the Wait for Priority state it does
not have enough resources to meet its traffic demands, howbeee
are other nodes in the neighbourhood which have higherigytidn this
state the node waits for changes in the network that givéeibighest
priority in its local neighbourhood. If enough time passédtheut the
node getting highest priority it will temporarily block @H.

3. Wait for allocation: A node that is in this state has sent an allocation
question for a resource and is awaiting response from itghbeurs.
Since a NACK-based solution is used for allocations, theenwill pro-
ceed with the allocation once enough time has passed sia@utstion
was sent and no NACK message has been received. In case of & NAC
message, a synchronization procedure will begin as theeors allo-
cation attempt was due to an outdated view of the protocol.

4. Wait for deallocation:A node will be in this state when it has a need for
more resources but is unable to find free time slots to akocHbe node
will then check if its priority is higher than some alreadioahted prior-
ity object of some other node. The node will then try to stbat time
slot from a node with a lower prioritized object by askingoiteallocate
its resource. If the other node acknowledges the dealtwtati if enough
time passes without an answer the node will proceed withatzding
the time slot. If on the other hand a NACK is received the noeeds
to sync its traffic estimations and allocations as there isserepancy
between the nodes’ view of the current protocol.

5. Wait for synchronizationA node will be in this state when it has been no-
tified that it needs to sync its traffic estimations and/avations. When
the node is in the Wait for Sync state it will not attempt makg aew
allocations until the sync process is considered to be fisim order to
prevent the node from making multiple failed allocatioreatpts.
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Figure 5.1: Overview of the state transitions possible and the events causing the transitions.

5.3 Events

The algorithm is driven forward by events that are triggdrgdeceiving certain
algorithm messages or as a result of a timer running out. épg on the cur-
rent state the node is in, different measures are takenowialy is description
of the events that can occur and the handling of the events.

New Net Info Each time a node receives updates about the network in terms
of allocations, traffic loads or links this event is trigggreThe node
checks if there are any resources that should be deallodatedo the
SIR being too low or decreased traffic. For such resourceshich
the node is either the transmitter or receiver, the node dedllocate
the resource. The node will also consider if the changesamétwork
causes an increased need for resources and might in thadttasgt to
start an allocation procedure or go Wit for Priority state.

e If the node is in any of the stat&efault Wait for Priority or Wait
for Syncand there are other nodes’ resources that need to be deal-
located, the node sends a deallocation question to theedfeaode
and changes state Wait for Deallocation When determining
which resources should be deallocated, priority is takém @on-
sideration to keep the deallocation procedure fair amoagtues.

e If the node is inWait for Allocationor Wait for Deallocationit will
not try to deallocate other nodes resources and just remate’i
State.

Allocation Question A message is received with a question for an allocation.
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Firstly the node will check to see that the question was sent fi node
to which there actually exists a link, otherwise it is diseted.

e The default behavior is then to proceed with checking wtrdthge
OK to perform the allocation. If the allocation is consid®@K,
the node will make a temporary allocation of the resourceveait
for the asking node to confirm the allocation. If there is adaber-
ror, i.e. the node is either a transmitter or receiver in thecerned
time slot and the asking node is a one hop neighbor, the askitg
is sent a NACK message containing the affected resourcehamd t
the node proceeds to sync its’ allocations with the askirdpndf
the allocation fails due to the SIR being too low a NACK messag
is sent to the asking node notifying it of the SIR error.

e When the node is in thé/ait for allocationstate it will firstly check
if the allocation question concerns the same resource tig is
currently asking for. If that is the case, a priority checgesformed
and if the node is still the highest priority a NACK messagsedst
to the asking node after which the node syncs its’ trafficnesi
tions and allocations to the asking node. If instead therathking
node had highest priority, the node will cancel its’ ongoatigca-
tion question and change stateRefault and perform the default
allocation question procedure.

Allocation ACK This message will only be treated if the node is in\t¥st for
Allocationstate. The node will check to see that the acknowledgement is
for the resource it was asking for and if so it will perform tieocation
and notify other nodes about the allocation. Thereafternibde will
change to th®efaultstate and perform thidew Traffic Infoprocedure.

Allocation NACK, Failed Priority This message will only be treated if the
node is in theMNait for Allocationstate. If the NACK is for a resource the
node was asking for, traffic estimations and allocations$ vél synced
and the node will change state to Wait for Sync.

Allocation NACK, Failed Logical Same as above.

Allocation NACK, Failed SIR This message will only be treated if the node
is in theWait for Allocationstate. If the NACK is for a resource the node
was asking for, the node will block the time slot and then ¢jeastate to
Defaultand perform the New net info procedure.

Deallocation ACK This message will only be treated if the node is in kgt
for Deallocation state If the ACK is for an object that is in the list that
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the node keeps of resources it wishes to deallocate, the prodeeds
to deallocate the object and then calls Mew Net Infgorocedure if the
list of wanted deallocations is empty. Otherwise the nodeaias in the
Wait for Deallocationstate.

Deallocation NACK, Failed Priority This message will only be treated if the
node is in theWait for Deallocationstate. If the NACK is for an object
that is in the list of wanted deallocations, the node blotlkstime slot
and proceeds to sync traffic estimations and allocationchadge state
to Wait for Sync

Time Out Time out events are triggered when a timer ends. Timers amal ti
out events are used in parts of the algorithm where a nodesrieedait
for other nodes’ responses before completing an action ibclswg state.
For instance, if a node has sent an allocation question fes@urce, the
node needs to wait a given time in order for other nodes to@elatge
the allocation, before using it to send data. Another irtawhere a
node times out is when it is notified that there seems to besimahe
node’s view of the protocol and then is inactive for a givengiwhile the
synchronization is performed to avoid that multiple ermueallocation
attempts are performed.

¢ In the Defaultstate a time out will never be performed.

e Ifthe node is in th&Vait or Priority state and times out it means that
the traffic and resource situation has not changed. The rzte t
temporarily blocks the priority object and changes stat®dault
and calls theNew traffic infoprocedure.

¢ In the Wait for allocationstate a check is made to see whether the
allocation that it asked for still is OK. If so, the allocatits final-
ized and the node will announce the allocation to its neighfo
Then the node changes to tbefault state and performs thdew
net infoprocedure.

e In the Wait for Deallocationstate the deallocations that the node
has not received NACK for are deallocated and thenNb& net
info procedure is called.

¢ In theWait for syncstate the node will consider the synchronization
done and proceed to check whether to perform any unblocking o
allocation.
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5.4 Synchronization

If an allocation or deallocation fails it is usually becauke nodes involved
have disjoint views of the network, in terms of traffic, alitions or link esti-
mates. The STDMA protocol must thus be able to synchronizie databases.
The synchronization errors taken into consideration sarfathose detected in
the receiving node (Rx) when it gets a query regarding dilocaor dealloca-
tion. However, the error itself is not necessarily in Rx,ahqgust as well be in
Tx (i.e. the node making the query). When allocating, theesaanumber of
errors that might occur:

e Wrong priority - occurs if the receiver believes that it haghier prior-
ity than the transmitter. The nodes solve this by performangouble
handshake of the concerned time slots.

e Logical error - disagreement regarding if a link or node Isaited or
not. Information concerning the allocation in questionransferred to
the querying node. The information is used to let the qugryiode de-
termine if it has missed an allocation or if the other (reitgjy node has
missed a deallocation. The error is then corrected, eithexrdding the
allocation at the querying/transmitting node or by resegdhe deallo-
cation message to the other node. Logical errors typicalbuowhen a
link is broken causing several nodes to make new allocations

e SINR error - The nodes disagree on the link quality. Sinceqnaity
frequently changes, we choose to sit tight and just blockithe slot at
the transmitting node until the next SINR update arrives.

During the comparison of the involved objects the sequentebers of the
objects will be used by the nodes to determine which infoimnas most up to
date in order to resolve the conflict.

5.5 Control Traffic

The control messages used by the algorithm can contain tpestpf infor-
mation; algorithm messages (allocation questions, ACKZKAand allocation
confirmations) and sync information (traffic estimatesyadtions and link es-
timates). When a control packet is packed, a packing ordgsed in order to
prioritize the type of control information that is most cialdfor the algorithm
to work. The node will start to pack as much as of the higheastipeed in-
formation it can fit in the control packet. If there is roomtl&f the packet it

30



FOI-R--3960--SE

continues this process with information of decreasingrityiauntil the control
packet is full.

The order is determined in part by a prioritization amongedént kinds of
messages, depending on how essential they are for thethlgao work, and
in part by whether information is new or not. As an exampley alocations
and traffic updates are prioritized as well as ACK/NACK megssa while old
allocations traffic updates are only transmitted if thereoimm, to ensure that
nodes that missed the initial updates may receive it at atiate. Link updates
are the lowest prioritized information and is only sent dris room left in the
message after all other messages have been packed.

There is a drawback of handling the control traffic the way tosied here.
In order for the algorithm to work properly, both algorithnessages as well as
allocations, traffic updates and link updates need to beluistd. However, if
there are a lot of allocations being made, there might nesemiough room to
send link updates (the lowest prioritized kind of infornoabi and the algorithm
will not work properly. The most obvious solution is to inase the amount
of control slots used in the frame structure, see section Aribther possible
solution to this problem is to allow control messages, silink updates, to
be sent in the data slots that a node has acquired. Theselaoessages could
then be assigned a higher priority, as detailed in Sectidn 3.
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6 Conclusions

Designing communications solutions for military netwoiksa challenging
problem, in many aspects. Mobility and the nature of the iapfbns puts
tough demands on possible solutions in terms of robust@esS, demands and
decentralized solutions.

In this paper, we have given an overview of the STDMA scheduélgo-
rithms currently available in literature. Since ad hoc r@ts are used in quite
varying scenarios, these algorithms can differ a lot dejpgndn the require-
ments given by the scenario in which they are intended to bd.us military
networks, an important factor is having decentralizedtsmis in order to avoid
having single node failures affect the general performarftee network. A lot
of the proposed solutions in literature, however, tend todrdralized solutions.

Another important aspect to consider when designing STDRHeduling
algorithms, is the network models used, more specificafiyniodels that gov-
ern when two nodes can transmit simultaneously. Much of thekwresented
uses a simple graph model, in which interference is baralguwtted for. Us-
ing a simple graph model yields optimistic schedules thdlt Wwowever, be
very susceptible to interference, especially in mobilevogks. Scheduling al-
gorithms based on such channel models tend to generateusehi@dth a high
degree of spatial reuse in theory, however, in practice dmfopnance will be
a lot lower due to low robustness.

Given the reasoning above, we have not found any STDMA sdimedoro-
tocol, proposed in literature, that fulfill the requiremestated in Section 1.1.
Hence, we have in this report presented the implementatian distributed
STDMA scheduling algorithm, based on a realistic channeflehthat effec-
tively meets the requirements needed. The algorithm ptedds fully de-
centralized, allows for spatial reuse and effectively &slép traffic variations.
The control traffic prioritization allows for the algorithto adapt the level of
overhead according to the mobility of the network, only segdhe most im-
portant control messages in high mobility.

This algorithm is fully implemented in our in-house simolaand is of
great use in network simulations and evaluations, as a twahat which to
compare commercially available solutions and future smhstproposed in lit-
erature.
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