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Abstract

Keywords

This report describes methodology and functionality of a software framework
(NEMOS - Nuclear Event Monitoring Simulator) developed to simulate the
response of sensor networks, which are intended to detect, identify, and lo-
cate nuclear explosions and other nuclear events. The Python-based software
simulates the response of networks that can consist of seismic sensors, infra-
sound detection sensors, and several types of radioactivity instruments (GM
- tubes measuring dose rate, NaI- sensors measuring isotope-speci�c activity;
either stand-alone or in the vicinity of an air sampling �lter; aerosol stations
equipped with an HPGe detector, and �nally, two types of radioxenon mea-
surement systems).
NEMOS use a nuclear source vector and atmospheric transport calculations in
combination with various detector response models to simulate the radioactivity
measurements. A nuclear explosion source vector has been developed that takes
into account �ssion products and neutron activation in weapon material as well
as in surrounding media.
In the case of HPGe and NaI measurements, a full simulation of measured
spectra is performed. HPGe spectra are analysed with respect to nuclide spe-
ci�c activities and activity concentrations using standard radionuclide analysis
software, and NaI data is treated using a more basic technique. The responses
(detection capability and location accuracy) of the seismic and infrasound sen-
sors are calculated using empirical models.
A large number of nuclear explosions located in and around Sweden, as well as
in Europe, were simulated with respect to atmospheric dispersion of aerosols
and noble gases. Network responses from these explosions can be used in a
statistical analysis designed to evaluate di�erent network con�gurations with
respect to veri�cation capability. The analysis include calculation of parameters
such as reporting time, detection and location capability, and the capability to
identify whether an explosion is nuclear in nature or not.
The framework can also be used to produce interactive maps that show the
calculated dispersion �elds and which sensors in the network that are detecting
the event. The maps also show detailed measurement data from the individual
sensors. In addition, direct e�ects can be illustrated. The maps, which can be
viewed in any web browser, can also be useful when planning and conducting
exercises, as well as in general discussions on nuclear weapons e�ects.

FOI, nuclear explosion detection, seismic network, infrasound, airborne ra-
dioactivity, radioxenon, atmospheric transport modelling
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Sammanfattning

Nyckelord

Denna rapport beskriver metodologi och funktionalitet för en mjukvara
(NEMOS - Nuclear Event Monitoring Simulator) som utvecklats med syftet
att simulera responsen för sensornätverk avsedda för att detektera, identi�e-
ra och lokalisera kärnexplosioner och andra nukleära händelser. Den Python-
baserade mjukvaran simulerar responsen från nätverk som i sin tur kan bestå
av ett seismiskt nätverk, ett nätverk för infraljudsmätningar, samt �era typer
av sensorer för radioaktivitet (GM- rör som mäter dosrat, NaI-detektorer som
mäter isotopspeci�k aktivitet, antingen i anslutning till ett partikel�lter för
luftinsamling eller i luften, aerosolstationer utrustade med HPGe-detektorer,
samt två typer av system för mätning av radioaktivt xenon).
NEMOS använder sig av en nuklidvektor och atmosfärstransportberäkningar i
kombination med detektorresponsmodeller för att simulera mätningar i nätver-
ket. En nuklidvektor för fallet kärnexplosion har utvecklats som tar hänsyn till
�ssionsprodukter och neutronaktivering i vapenmaterial och omgivande media.
För HPGe- och NaI-detektorer utförs en komplett simulering av uppmätta
spektra. HPGe-spektra analyseras sedan med standardprogram för radionukli-
danalys, medan NaI-spektra analyseras med en enklare metod. Responsen för
seismik och infraljud beräknas med empiriska modeller.
Ett stort antal kärnexplosioner i Sverige och dess närområde har simulerats bå-
de med avseende på spridning av aerosoler och ädelgaser. Simulerade nätverks-
responser kan sedan användas i en statistisk analys utformad för att utvärdera
olika nätverkskon�gurationer med avseende på veri�kationsförmåga. Analysen
inkluderar beräkningar av parametrar som rapporeringstingstid, detektions-
och lokaliseringsförmåga, samt kapacitet att identi�era kärnexplosioner.
Mjukvaran kan även användas för att producera interaktiva web-baserade kar-
tor som visar de beräknade spridningsfälten och vilka sensorer som detekterar
signaler från händelsen. Kartorna visar även detaljerade data från individuel-
la sensorer. Dessutom kan direkta e�ekter illustreras. Kartorna kan även vara
användbara vid planering och genomförande av övningar, och vid generella dis-
kussioner rörande e�ekter från kärnexplosioner.

FOI, detektion av kärnexplosioner, seismiska nätverk, infraljud, luftburen ra-
dioaktivitet, radioxenon, modellering av atmosfärstransport
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1 Introduction
This report contains a description of the methodology for a software framework
developed to simulate the response of sensor networks which are intended to
detect, identify, and locate nuclear explosions and other nuclear events. The
report is a part of a project aimed to produce a design proposal for a measure-
ment and reporting system with the purpose to increase the Swedish national
capability to detect, warn, and inform about nuclear events, with focus on
nuclear explosions on Swedish territory and nearby areas. The system should
also have the capability to detect other nuclear events, such as nuclear tests
conducted at larger distances from Sweden, or smaller releases from nuclear
facilities. The project is �nanced by the Swedish Civil Contingencies Agency
(MSB) and the Swedish Ministry of Defence.

In a �rst report [1] (in Swedish), initial high-level speci�cations were for-
mulated in cooperation with potential users of information from such a system.
The system should be able to report the occurrence of nuclear events as quickly
as possible to relevant parties. The system should report the time of the event,
geographic position, and, in the case of a nuclear explosion, estimates of height
and yield in order to be able to make predictions of direct e�ects as well as
radioactive fallout. A �rst report should be produced within a short time-
frame, followed by updates at regular intervals. The system should have a well
optimized alarm threshold in order to avoid false alarms. A reactor accident
or a large chemical explosion should for example not be reported as a nuclear
explosion.

Reliable information of this kind is best produced using a stationary mea-
surement network as a base, with the possibility to incorporate information
from, e.g., mobile sensors which formally may not belong to the system. Here,
we assume that the stationary measurement system can include sensors for seis-
mic and infrasound signals, as well as di�erent kind of sensors for radioactiv-
ity measurements, such as aerosol �lter stations equipped with high-resolution
(HPGe) gamma detectors, other spectroscopic gamma systems (NaI detectors),
gamma dose rate instruments, or systems for analysis of atmospheric radioac-
tive xenon.

In order to investigate the measurement capability of di�erent sensor- and
network con�gurations, computer simulations was performed. A software frame-
work was created, which can simulate the network response from �ctive source
scenarios, such as nuclear explosions, or a nuclear release without an associated
explosion. The system simulates the response caused by waveform signatures
(seismic and infrasound) from explosions conducted underground, in water or in
the atmosphere, as well as releases of radioactive aerosols and noble gases. For
the waveform technologies, detection and location capabilities were estimated
using empirical models, and for the radioactivity sensors, measurements of
gamma dose rates, isotopic speci�c activities, and activity concentrations were
calculated in more detail, using atmospheric transport calculations of both par-
ticles and gases. For the spectroscopic gamma measurements, synthetic spectra
were also produced for each simulated scenario. Localization using radioactiv-
ity sensors together with backward atmospheric transport modelling was not
simulated, but is planned to be included in later versions.

Although the software framework can be used to simulate a variety of nu-
clear event types, occurring anywhere on earth, this study focusses on nuclear
explosions in Sweden and in nearby areas. The software system is designed to
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allow analysis of di�erent systems designs by exposing the systems to large sets
of synthetic nuclear explosions, geographically evenly distributed in selected ar-
eas. The individual measurement results can then be used to construct at set
of key network parameters for each measurement technology which are assem-
bled into a meta dataset that in turn was used to calculate a set of high-level
network �gures of merit (FOMs), as well as other parameters. The FOMs are
intended to facilitate a comparison of the performance of di�erent network ge-
ometries and sensor combinations with respect to for example detection and
location capability.

The goal of the simulations is not to reproduce individual results for all in-
cluded measurement technologies, as the modeling sophistication varies; while
the response of the aerosol collection systems and NaI detectors are modeled
in detail, the waveform simulations contain a higher degree of simpli�cation.
Instead, the intention has rather been to make models su�ciently comprehen-
sive to o�er a holistic overview of a sensor network performance, and to use
such results in selecting between di�erent network con�gurations.

In addition to simulate network performance, the developed framework can
be used for other purposes. The synthetic gamma spectra could for example
be used in nuclear emergency exercises, where a release from a nuclear power
plant accident is considered, or when evaluating measurement conducted using
existing measurement systems.

The framework was also used to produce web-browser based interactive
maps of the di�erent calculated explosion and release scenarios. These maps
can be used as tools for example when planing and conducting exercises, and
in more general discussions on nuclear explosion e�ects.

The report is organized as follows: The general design and functionality
of the modelling tool is given in section 2, followed by a description of the
modelling of the nuclear source vector in section 3. The dispersion calculations
used to model the particle and gas transport in the atmosphere from source
to sensor are described in section 4. Section 5 discuss decay calculations along
with the modelling of the di�erent sensors for sampling and measurement of
radioactivity, followed by the simulations of seismic and infrasound networks in
section 6 and 7, respectively. In section 8 results from a �ctitious network are
show to illustrate software functionality. The interactive maps are described
in section 9, and �nally conclusions and outlook are given in section 10.

8(77)
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2 General methodology
This section covers a high-level description of the software framework developed
to simulate how a sensor network will respond to nuclear events. The software
is named NEMOS (Nuclear Event Monitoring Simulator). The main purpose of
NEMOS is to be able to answer how well a particular sensor con�guration will
be able to timely detect, identify, and locate nuclear events, and in particular,
how well the network will perform this task in the case one or several nuclear
explosions occurred.

This means that the simulations should be able to answer a number of key
questions, which relates to design requirements. These questions are:

� Does the network detect nuclear events with high enough probability?

� If it does, after how long time will it be able to report the event?

� Which sensors in the network detect the event?

� Can the network di�erentiate between a nuclear explosion and other
events?

� How well can the network estimate the location of the event?

� How well can it determine the height and yield of a nuclear explosion?

� How does the veri�cation capability change as a function of distance to
the explosion?

� What network con�guration is the most cost e�ective?

Radionuclide sensors

Type of measurement Sensitivity
Typical reporting

time following event

GM tubes Dose rate Low tat+∼10min
NaI detectors (air) Spectroscopic Medium tat+∼1h
NaI detectors (ground) Spectroscopic Medium tat+∼1h
NaI detector (�lter) Spectroscopic Medium tat+∼1h
SAUNA III Radioxenon High tat+∼12h
SAUNA QB Radioxenon High tat+∼24h
Filtet station with HPGe detector Aerosols, spectroscopic High tat+∼72h

Wave-form sensors

Seismic sensor network Seismic waves High ∼1min
Infrasound sensor network Di�erence in air pressure High ∼1-5h

Table 1: Overview of the types of sensors that are simulated by the release response
framework. Typical reporting time is an estimate of how long after an explosion an in-
strument reports a detection. Radionuclide sensors are often much slower than wave-
form sensors to make a detection, as radioactive material must be transported from the
event to the sensor position for a time tat before a measurement is even possible. For
a typical wind speed of 10 m/s this would mean about 3 hours for a distance of 100 km.
Each radionuclide sensor also have different measurement times due to differences in
sample collection, preparation, and measurement integration time.
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Figure 1: An high-level view of the code architecture for simulation of one scenario.

NEMOS takes information about an explosion or other nuclear event, with
the needed input data, and combines this with a sensor network con�guration,
and simulates the system response. The source code is Python-based and
designed to be modular, so that combinations of di�erent source terms, network
con�gurations and explosion sites and times can be investigated (see �gure 1).

We will assume a network containing sensors for seismic and infrasound de-
tection, as well as di�erent types of radioactivity measurement systems (overview
in Table 1, more detail in sections 5, 6, and 7). Each sensor type will require
di�erent input data for realistic modelling. Radionuclide sensors requires a
nuclear source term, i.e., a vector containg the amount and types of produced
nuclides, release position and time, as well as as an atmospheric transport
model (ATM) predicting how the radioactive material is transported from the
release to the sensors by the weather. From ATM the amount of radioactive
material reaching a sensor as a function of time can be deduced, and the re-
sponse for that speci�c sensor can be modelled. The modelling of the waveform
sensors, which measure explosion signatures, require information on the power
of the explosion (nuclear yield in the case of a nuclear explosion), time and
location (including height or depth), environment (for example if an explosion
is conducted above water or land), and a model how the explosion energy is
transformed into sensor readings of seismic amplitudes or pressure di�erences
in the atmosphere. In addition, the location capability of di�erent waveform
networks is possible to estimate. In the current version of the program, we do
not model the location capability using radionuclide measurement systems.

The framework also allows simulation of network responses to multiple
source scenarios that can be analyzed together. For this purpose, a set of
�gures of merit (FOMs) were designed to assess the performance of a sensor
network to a set of nuclear events, considering factors such as detection capabil-
ity and minimum reporting time (see section 2.4). By simulating the response
to the same set of events for two separate networks, and calculate the FOM
for each network, they can be compared and contrasted. It is further possible
to optimize a network of sensors by considering what additions of sensors will
improve the FOM the most, taking for example cost into account.

The work-�ow for when evaluating one sensor network and one source sce-
nario is described in section 2.1. The work-�ow when set of source scenarios
are evaluated for one network is described in section 2.2.

2.1 Network response for one source scenario
The highest level of the code architecture is shown in �gure 1. The input
contains source scenario details and network con�guration, and the output is
the response of the sensor in the network to the release scenario.

10(77)
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2.1.1 Source scenario
The �rst step is to choose a source scenario, de�ned by the following properties:

� Nuclide vector - The nuclides created at time=0 for the event. The
case nuclear explosion is discussed in section 3.

� Explosion yield - If the scenario is a nuclear explosion, weapon type
and explosion yield is de�ned.

� Position and height - The position (lat, lon) and height or depth of
burial at which the event occurs.

� Environment - If the explosion is conducted above or in water or on
land, which has consequences for the signal transport.

2.1.2 Transport
This is a pre-process step, where the transport of both the radioactive material
and waveform signals are simulated. Due to the di�erent chemical properties of
noble gases compared to aerosols, these are simulated separately. The transport
simulations include:

� Aerosol transport - Atmospheric dispersion calculations of aerosols
using weather data in combination with a dispersion code. The spatial-
temporal distribution of air concentration and ground deposition are cal-
culated (see section 4). Rainout is included in the model.

� Noble gas transport - Atmospheric dispersion calculations of noble
gases using weather data in combination with a dispersion code. The
spatial-temporal distribution of the air concentration is calculated (see
section 4).

� Seismic transport - Transport time and station amplitudes for seismic
P-waves are modelled (see section 6).

� Infrasound transport - Transport times and amplitudes for infrasound
waves are modelled, taking wind data into account (see section 7). In
addition, local winds at the station are used to model the noise at the
station.

Nuclear decay is not included in the atmospheric dispersion step. It is
instead performed in a post-processing step (see section 5.1), when calculating
of the response of the radioactivity sensors.

2.1.3 Network of sensors
A network of sensors is de�ned by:

� Type of sensors - It is possible to include a wide variety of di�erent
sensors in the network (seen in Table 1), that can detect either radioactive
material from a nuclear event, or in the case of an explosion, a waveform
amplitude. Sensors are treated di�erently depending on type, but noise
levels and sensitivity is always modelled.

� Position - The position of each sensor in the network.

11(77)
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Aerosol transport

ground deposition

Aerosol transport

air concentration

Gas transport

air concentration

Seismic

amplitude

Infrasound

amplitude

GM tubes X X

NaI detectors (air) X

NaI detectors (ground) X

NaI detector

in aerosol system
X

SAUNA III X

SAUNA QB X

HPGe detector X

Seismic network X

Infrasound network X

Table 2: Transport processes used when calculating detector response.

Figure 2: Code architecture used when investigating a set of scenarios. The results
can be used to calculate figure of merits for the selected combination of network con-
figuration and scenario set.

2.1.4 Response calculations and results
The response from each sensor is simulated by combining the transport sim-
ulations with the network details. Which sensor that uses which transport
simulation is shown in Table 2. Some derived properties are universal for
all sensors, such as if the signal from the event is detected or not, and the
time elapsed from the event to the detection. There are also sensor-speci�c
properties, such as which nuclides that are found using a HPGe or a SAUNA
radioxenon detector, waveform amplitudes in infrasound or seismic sensors.

From the response of each sensor, properties of the whole network can be
deduced, such as if the event is detected by any sensor, if and how well the event
is located, and how long it takes for the event to be detected. These quantities
can be used to evaluate the network, and to understand the response to di�erent
types of events.

2.2 Response of a network for source scenario sets
To statistically investigate the response of a speci�c con�guration, the sensor
network is evaluated with respect to a set of source scenarios. The process
for this is very similar to the one outlined in section 2.2, however, with the
response of the network being calculated for multiple source scenarios instead
of just one (see �gure 2). In addition to the sensor-speci�c network responses
to each event, aggregated attributes are calculated, such as what percentages
of the events are detected by the network. The aggregated attributes are used
to �nd the �gure of merit (FOM) for the combination of a network of sensors
and a source scenario set. This can then be used in several di�erent types
of evaluations and comparisons. We can evaluate the FOM for one network
to several di�erent source scenario sets, e.g., how does the FOM change if we
assume events randomly scattered across Sweden compared to events randomly

12(77)
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(a) Set A (b) Set B

(c) Set BW (d) Set C

Figure 3: Overview of the different case scenario sets.

scattered across Europe. It is also possible to use the same source scenario sets
to evaluate two di�erent network con�gurations, to determine which provides
most utility. It is further possible to investigate what additions of sensors
will improve the FOM of a current network, e.g. investigate how doubling
the number of GM sensors changes the FOM. This approach can be used to
optimize the performance of a network, with regard to,e.g., cost of the sensors,
or speed of detection.

2.3 Source scenarios
Several source scenario sets were created, di�ering with respect to spatial dis-
tribution relative to Swedish territory.

� Set A - Explosion on Swedish territory. Two random start times and
coordinates per day during a year, resulting in 730 events.

� Set B - Explosion in a land area covering a distance up to 700 km from
Sweden, excluding Sweden itself. Two random start times and coordi-
nates per day during a year, resulting in 730 events.

13(77)
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� Set BW - Explosion in areas covered by water at a maximum distance
of 700 km from Sweden, excluding Sweden. Two random start times and
coordinates per day during a year, resulting in 730 events.

� Set C - Explosions in Europe. Ten random start times per day during a
year, at coordinates randomly chosen from a rectangular grid, resulting
in 3650 events.

The sets are shown in �gure 3.

2.4 Figures of Merit definitions
Before we de�ne the FOMs, we need to de�ne the measurement system and
its responses. A measurement system M is de�ned by a collection of sensors
networks of di�erent types (for all sensor types, reporting time is de�ned as the
time di�erence between the true event time and the time when a detection is
observed):

� A seismic network S consisting of N sensors: {S1, S2, .., SN}. The
seismic network response ES is an event de�ned by a detection �ag (de-
tected/not detected), event time, reporting time, body-wave magnitude
mb, coordinates (lat, lon) and an error ellipse (σx, σy). The depth of the
event is set to zero. Detection requires at least four detecting sensors
with an amplitude A > 3× snr, where snr is the signal-to-noise ratio. A
sensor can be either a single seismometer or a seismic array.

� An infrasound network I consisting of M sensors: {I1, I2, .., IM}. The
infrasound network response EI is an event de�ned by a detection �ag
(detected/not detected), event time, reporting time, pressure P , coordi-
nates (lat, lon) and an error ellipse (σx, σy) or polygon area. Detection
requires at least two detecting sensors. A sensor consists of 3 elements.

� A radionuclide network R consisting of K sensors: R1, R2, .., RK . The
radionuclide network response is de�ned by a set of measurements ER =
{C1, C2, .., CP } where each Ci consists of detection �ag (detected/not
detected), reporting time, and one or more of the observables dose rateD,
activity A and activity concentration AC. The observables A and AC are
nuclide speci�c. Detection is de�ned asD > 2 × average background or A
(AC) > MDA (MDC), and requires at least one detecting measurement
from at least one sensor. If A or AC is detected for a nuclide, a nuclide
is considered identi�ed. In the case only dose rate is measured, nuclide
identi�cation is not possible.

A given measurement system con�guration M = {S, I,R} will produce a
set of system responses E = {E1, E2, .., EN} from a set of N nuclear explosions
i = 1, 2, .., N , where Ei = {ES , EI , ER}.

Five �gure of merits (FoMs) are calculated from the set of resonses E, all
de�ned as fractions of a set of nuclear events where di�erent conditions are
ful�lled:

� Detection Power (DP): The fraction of events for which Ei results in
at least one detection in S,I, or R.

� Location Power (LP): The fraction of events for which Ei results in a
location error less than x km for a seismic detection, and less than y km
for an infrasound detection. x and y are case dependent.
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� Reporting Power (RP): The fraction of events for which Ei results in
at reporting time less than tr (case dependent).

� Nuclear Explosion Identi�cation Power (NEIP): The fraction of
nuclear explosions for which Ei results in an identi�ed nuclear explosion.
A nuclear explosion is identi�ed when

� A detection from S or I and at least two CTBT-relevant nuclides
(see below) are identi�ed, or alternatively,

� A detection from S or I and R.

NEIP is de�ned only if the scenario nuclear explosion is investigated. The
�rst alternative implies a more strict requirement than the second.

� Nuclide Identi�cation Power (NIP): The fraction of events for which
Ei results in at least one identi�ed nuclide. This FOM is mainly intended
for other nuclear event scenarios than nuclear explosions.

The CTBT-relevant nuclides list is used in veri�cation of the Comprehensive
Nuclear-Test-Ban Treaty [2]. It is possible that other, more short-lived, nuclides
than the ones included in the CTBT-list could be used to detect a nuclear
explosion, and potentially increase FOMs like NEIP and NIP. Location and
reporting power both rely on an analysis of a distribution (uncertainty area and
reporting time, respectively). Obviously a more elaborate statistical analysis
of such distributions is possible than using a simple cut-o�, such as calculating
the mean, minimum, maximum, and width of the distributions. Also, it should
be mentioned that FOMs also can be calculated for individual subnetworks, in
order to gain more detailed information (for example nuclear reporting power or
infrasound detection power). Another option is to require the conditions for the
FOM to be ful�lled within a certain time after the explosion (see section 8.5,
where the FOM:s NEIP24 and NIP24 requires their respective FOM conditions
to be ful�lled within 24 hours).
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3 The nuclear source term
3.1 Introduction
NEMOS can in principle be used to model the response from any nuclear
event scenario, de�ned by release time, duration, position, and initial nuclide
distribution (or nuclide vector). In this report, we focus on nuclear explosion
scenarios, and in this section, the modelling of nuclide vectors for this case is
described in general terms. A more detailed description will be published at a
later date [3].

3.2 Modelling the nuclide vector
The �rst step in the process of estimating the fallout from a nuclear explosion
is to de�ne the nuclide vector, i.e., the set of nuclides that through several
processes is produced in the detonation. The nuclide vector can be estimated
using progressively advanced methods for a more realistic result. Key aspects
are the level of sophistication in the modelling and the type of nuclear pro-
cesses included. A common, simple starting point is to only include the �ssion
products produced based on tabulated values of independent �ssion yields for
a single neutron energy, representative of the typical neutron spectrum in a
detonating nuclear weapon, and the number of �ssions. Improving on this ap-
proach, tabulated values for a number of neutron energies, weighted by the
typical �ssion spectrum, can be used. Any more advanced model presupposes
a more detailed knowledge of the inventory of �ssile nuclides, fusion fuel and
the neutron spectrum as they evolve over time during the detonation. The
model presented below, implemented in a computer program, aims to achieve
a realistic description of the nuclear processes and the transport of neutrons
in the device, with some simpli�cations mainly in the treatment of neutron
transport.

Another important modelling aspect is the hydrodynamic behaviour as-
sociated with the detonation, which can a�ect the nuclear processes, mainly
through the varying density in the fuel during the detonation and through the
temperature variations in the fusion fuel, in case the device contains a second
stage. No dynamics is included in this model. The densities has been set to
reasonable values �xed over both time and space in the di�erent parts of the
device.

A �nal piece of the modelling task is the description of the transmutation
of non-nuclear material, due to the nuclear blast. This includes construction
materials and electrical parts of the weapon, and, if the burst is close to ground
or water, the elements in the ground or water below the detonation. The pa-
rameters listed above are more or less unknown, but educated guesses can be
made and the e�ect of varying the di�erent parameters can be calculated. The
program can be used to calculate the nuclide vector for a number of represen-
tative cases or for a larger parameter space. In this work, three representative
cases were modelled (see section 3.3).

3.2.1 Materials produced in nuclear explosions
A nuclear explosion is an extremely energetic event involving high temperatures
and a huge number of nuclear particles reacting in di�erent ways, transforming
nuclei from one type to another. Both �ssion and fusion release a large number
of energetic neutrons which can interact with other nuclei, either in the fuel
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or in the surrounding materials. These interactions can lead to more �ssion
or transmutation, creating new isotopes. Additionally, other nuclear processes
take place in the fuel on a much longer time scale compared to the nuclear
explosion. Such processes have been disregarded in this work.

As noted above, neutrons leaking from the fuel can interact with surround-
ing materials. For the majority of nuclides four di�erent nuclear reactions
dominate: a reaction where no secondary particles are released (except for a
photon), reactions where a proton is emitted, reactions where an alpha particle
is emitted, or reactions where two neutrons are emitted. The rate of the dif-
ferent processes depends on the likelihood for each respective process, which,
in turn, depends on the energy dependent cross section. This is true for non-
nuclear material in the weapon, in the air and in the ground. The nuclide
vector computer program can calculate the rate of the di�erent processes using
pre-calculated nuclear data, as discussed in the following four subsections.

3.2.2 Fission products
Nuclear �ssion is a reaction in the atomic nucleus, where the original atoms
split into two (or more; not modelled here) daughter nuclides after colliding
with a neutron, simultaneously releasing a large amount of energy. In addition
to the two new nuclei that are formed, a number of neutrons are released. The
�ssion products are often rich in neutrons compared to the number of protons
and they are often, for this and other reasons, unstable and decay to other
nuclides. The �ssion products are the main source of the short lived activity
(in this context meaning a half-life of less than 100 years).

Even though the outcome of an individual �ssion event is random, on aver-
age two to four neutrons are released depending on the energy of the absorbed
neutron. The average is called ν̄ (or "nubar") and has a value slightly above
two for the most common �ssile materials at lower neutron energies.

The most common isotopes in �ssion fuels are 235U and 239Pu, but uranium
always contains a small admixture of 238U and plutonium 240Pu. Due to the
transmutation of the fuel during the explosion, smaller amounts of even heavier
isotopes will also be present at the later stages of the explosion. Therefore the
data �les used by the program contain the probability of a certain nuclide
being produced as a �ssion product for a number of uranium and plutonium
isotopes for a large number of neutron energy groups spanning from 0.1MeV
to 14MeV, as well as nubar for the same set of isotopes and energies. The data
also includes the probability for the creation of excited states of the �ssion
products, so called isomers.

The data for the �ssion products have been calculated and tabulated using
the computer program GEF[4]. As the nuclear process is random, GEF uses
a statistical method implementing a detailed physical model with randomized
elements. The result will therefore depend on the number of samples. The data
used here is based on a large number of samples giving results converging to the
maximal internal precision available in GEF. The neutron multiplication factor
nubar comes from the neutron library ENDF-VIII.0 [5] after being evaluated
and adopted from the semi-continuous data in the library to a discrete group
structure, using the computer program NJOY21 [6].

3.2.3 Neutron activation products
During a nuclear explosion, the surroundings becomes �ooded with neutrons,
and some of the nuclei in the surroundings absorb neutrons that have leaked
out of the fuel. Typically, the resulting nuclei are radioactively unstable. Such
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neutron activation occurs in the non-nuclear materials in the weapon, and if
the explosion occurs close to the ground, in the ground material. Therefore, the
resulting neutron activation products, depend on assumptions of the weapon
material and on the ground composition.

3.2.3.1 Neutron activation in weapon materials

An exact value, within the approximations made, for the number of neutrons
leaking out of the fuel is calculated by the program; but as a rule of thumb
0.5 neutrons per reaction, �ssion or fusion, will reach the surrounding non-
nuclear materials in the weapon. The exact composition of the non-nuclear
materials is of course a well kept secret, but there will most probably be alloyed
steel, aluminium and titanium there as well as high explosives and cables and
other electrical components. Each nuclide present in the weapon has some
probability to absorb a neutron based on the neutron energy. To decrease the
size of the large datasets needed, the input data is averaged over the typical
neutron energies of interest. The averaging procedure has been performed using
MCNP [7], where simpli�ed generic models of a primary and a secondary have
been used to transport neutrons produced by �ssion and fusion respectively,
using a detailed physical model including moderation, slowing down of the
neutrons due to elastic collisions with nuclei in the weapon, and other nuclear
processes. The reaction rate for four di�erent absorption processes have then
been calculated for all nuclei available in the library from hydrogen to thorium.

The result has been tallied as grams produced for each individual reaction
for each neutron and gram of the nuclide present in the initial con�guration.
Secondary e�ects were one nucleus already transformed absorbs another neu-
tron are not included. The total production of a speci�c nuclide is calculated
as the sum of the production from all the processes on di�erent nuclei yielding
the same �nal nuclide. If the number of produced nuclei is higher than the
number of neutrons leaking out from the fuel, indicating that all the neutrons
are absorbed in the non-nuclear part of the weapon, the production is evenly
scaled with the actual number of neutrons.

The actual geometric distribution of materials in the weapon has not been
modelled, since this information is not available. The neutron �ux is assumed
to be isotropic, the same in all directions, and the material evenly distributed
around the neutron source.

3.2.3.2 Ground and air activation products

The neutrons not absorbed in the weapon can react with nuclei in the air and,
if the explosion is close enough, in ground material. The mean free path of fast
neutrons in air is approximately 150m, and beyond two mean free paths the
neutron �ux is too low to be of any importance. The exact cut-o� is somewhat
arbitrary, but the optimal height of burst for all but the smallest weapons are
higher. The typical scenario would either be a ground burst (for destroying
hardened targets) or an air burst much higher than 300m making the exact
details less important.

For an air burst the neutrons are �rst travelling through air, transmutating
the nuclei in the same way as for the non-nuclear materials in the weapon (with
one di�erence, see below). If the distance to the ground is less than 300m the
fraction of the neutrons reaching ground (the rest being absorbed by air) will
transmute nuclei in the ground material.

The data for this part of the calculation is produced in a similar way as
the data for the weapon materials, described in the section above, but with
more moderation as the neutrons, on average, have passed through more air
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Figure 4: Produced nuclei for three atmospheric nuclear explosions with different
yields.

and ground before reacting with a nucleus. Another di�erence compared to
the weapon materials are that while there is a �nite number of nuclei in the
weapon compared to the number of neutrons the number of nuclei in the air
and ground is e�ectively in�nite compared to the number of neutrons so we
know that all neutrons will sooner or later be absorbed. The number of nuclei
undergoing a nuclear reaction in the weapon depends both on the absolute rate
of each reaction, the number of neutrons, and the number of nuclei of each type
being available in the initial con�guration. The number of nuclei in the air and
ground instead only depends on the number of neutrons and the relative rates
of the reactions.

3.3 Explosion scenarios
Three explosion yields were calculated with the nuclide vector code, to repre-
sent di�erent type of scenarios:

1. 1kt - a low-yield scenario, �ssion weapon with plutonium (239Pu) as the
�ssile material.

2. 10kt - a intermediate-yield scenario, �ssion weapon which, similar to 1kt,
assumes plutonium (239Pu) as the �ssile material, however, with a higher
yield.

3. 100kt - a high-yield scenario, multi-stage thermonuclear weapon, with
50% of its yield from fusion. The primary contains both uranium (235U,
238U) and plutonium (239Pu) as �ssile material.

For now we only consider air bursts (AB), when the explosion happens at
some optimal height to maximize the damages from the shock wave, however,
it should be noted that ground bursts (GB), when the explosion happens at
ground or sea level, is possible to model as well.

In �gure 4, the resulting products are shown for the three airburst explosion
scenarios. While there are di�erences in how much material forms for di�er-
ent types of weapons and yields, depending on assumptions of the non-nuclear
weapon material, the overall trend is similar; a majority of the produced nu-
clides are due to �ssion, showing up as a double peak distribution. Neutron
capture of weapon material results mostly in low-to-intermediate mass nuclides,
while neutron capture in the �ssile material produces actinides and transura-
nium nuclides. In the following text we use the shorthand yield-burst type for
each scenario (e.g. 1kt-AB for the 1kt air burst scenario).
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Figure 5: The time dependence of the activities of the CTBT-relevant nuclides following
a 1 kt explosion conducted using a 239Pu fission device at a height maximizing the
shock wave (scenario 1 in section 3.3. The total activity includes all nuclides produced.

To illustrate the di�erence between �ssion and activation, the time depen-
dence of the activities of the CTBT - relevant nuclides produced in the 1 kt
explosion is shown in �gure 5. As the �gure illustrates, activation products
contribute to a much smaller extent to the total activity.

3.4 Comparing the result with other nuclide vectors
The yields from our nuclide vector model is compared to two other nuclide
vectors; 1kt-AB is compared to results from a 1 kt pure 239Pu explosion based
on data from the ENDF/B-VIII.0 [5], and 100kt-AB is compared to yields from
a 100 kt fusion bomb presented in a report by the Swedish Radiation Safety
Authority (Strålsäkerhetsmyndigheten, SSM) [8].

3.4.1 Comparison with ENDF
The ENDF/B-VIII.0 [5] library provides the �ssion yields from a reaction with
neutrons of constant energy of 0.5 MeV with either 235U or 239Pu, or for fast
neutron of constant energy 14 MeV with 238U. Given �ssile material and ex-
plosion yield, the �ssion product yield can be calculated from this data, which
is done for a 1kt 239Pu explosion and denoted as 1kt-ENDF in the following
text. This is compared to the 1kt-AB case, calculated with our nuclide vector
code, described in Sect. 3.3.

Figure 6 shows the population against mass number for yields for 1kt-ENDF
and for the 1kt-AB case. As seen there are several nuclides missing from
the ENDF results as no neutron activation products are included. The shape
of the double-peak distribution is very similar for both cases, with some key
di�erences; the wings are slightly wider, and the dip at mass number 120 is
slightly shallower for the 1kt-AB case.

Figure 7 show a comparison per nuclide, for nuclides with population over
1019 that are present in both the ENDF results and in 1kt-AB. The yields for
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Figure 6: Comparison with ENDF data for 1kt explosion with fissile material 239Pu.

both cases are overall similar. The shallower dip in the double peak distribution
for our nuclide vector can be observed around mass number 120. A handful
of nuclides, 94Zr, 96Zr, 100Mo, 122M In and 124Sn, are more abundant in the
1kt-AB case, as they are formed by both �ssion and neutron activation.

The yield di�erences are a consequence of our nuclide vector model being
more sophisticated, including a more realistic neutron energy distribution, and
the inclusion of neutron activation processes.

3.4.2 Comparison with SSM nuclide vector
A nuclide vector of a 100kt fusion bomb was presented in a report by SSM
(for details, see [8], Appendix 3), denoted as 100kt-SSM from now on, which
provides us with an opportunity to compare with a more higher-yield nuclide
vector, where di�erent �ssile material and neutron activation are taken into
account. It should also be noted that 100kt-SSM was developed for dose calcu-
lations, not for detection purposes, and therefore model design choices always
used the alternative that minimized the risk to underestimate the dose.

100kt-SSM is semi-empirical nuclide vector, and has two main components:
�ssion products from the �ssile material, and activation products from the
weapon material and the surroundings. The �ssion products are approximated
using the method presented in [9], which uses ENDF data scaled according to
the �ssile material used in the weapon. Three �ssile materials are considered:
the �ssion of 235U and 239Pu by 1 MeV neutrons assumed to occur in the
primary, and the �ssion of 238U by higher-energy 14 MeV neutrons induced by
the fusion reaction in the secondary.

The second component is activation products from both the weapon mate-
rial and from the surroundings. These are based on KDFOC3 [10], a nuclear
fallout code (see also section 4), and a analysis of activation products from
nuclear tests at the Nevada test site (discussed in Sect. 3.2 in Appendix 2 of
[8]).

After adding the two components of the nuclide vector, a selection of nu-
clides relevant for the dosage are made (Sect. 4 in Appendix 2 of [8]). 100kt-
SSM is the nuclide vector of the main scenario, 100 kt ground burst with 50%
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Figure 7: Comparison with ENDF results, per nuclide with population over 1019 that
are present in both.
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Figure 8: Comparison between 100kt-SSM from the SSM report [8], and the in-house
model 100kt-AB, for all overlapping nuclides. As in the SSM report, the nuclides are
presented as activity 10 minutes after the explosion.
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fusion, is shown in table 2 in [8]. They present their nuclide vector, which has
been reduced to include isotopes of special interest, in activities 10 minutes
after the explosion. 100kt-SSM is compared to the 100kt-AB scenario. Using
the decay equation 5.6 and equation 5.9 described in section 5.1, the activity
at 10 minutes can be found for 100kt-AB, and a comparison of the isotopes
present in both is shown in �gure 8. Note that three isotopes that are present
in 100kt-SSM are not present in 100kt-AB ; 7Be, 58mCo, and 203Pb. According
to [8], these are from weapon material, and thus depend on the assumption
about the weapon.

As 100kt-AB is an airburst explosion, while 100kt-SSM is a ground ex-
plosion, the later will include neutron activation of ground material which is
absent in our modeling. This explains the large di�erences in abundance of
24Na and 58Mn, which is from ground material in the SSM model. Similar-
ily the di�erences in 54Mn, 58Co and 60Co are due to assumptions about the
weapon materials used.

Overall, however, the trends seen in both nuclide vectors are similar except
for the mentioned isotopes. There are some increasing di�erences around mass
number 120, which indicate discrepancies in of the dip of the double-peak
distribution, likely caused by di�erences in modeling methods.
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4 Atmospheric dispersion calculations
4.1 Introduction
The atmospheric dispersion calculations were conducted using two di�erent
dispersion codes: Dispersion Engine (DE), which is a computational framework
developed at FOI, was used for aerosol transport, and HYSPLIT [11] was used
to model xenon gas. Due to their di�erent chemical properties compared to
aerosols, noble gases are simulated separately. Noble gases will for example
not be washed out by precipitation. No radioactive decay was modelled in the
dispersion calculation step. This was done in a post-processing step using the
resulting spatial-temporal distribution of the dilution factors obtained from DE
and HYSPLIT (see section 5.1).

4.2 Modelling of particulate dispersion
4.2.1 Source model
Atmospheric dispersion simulations were conducted to estimate the distribu-
tion of particulate radioactive material following a nuclear explosion. A nuclear
explosion includes many complex physical and chemical processes which have
been the targets for comprehensive research ever since the start of the devel-
opment of nuclear weapons. The heat created in the �reball will instantly
transform present material into gas and plasma. For explosions close to the
ground, strong updrafts induced by the heated air lifts ground materials high
into the atmosphere where it will be part of the residual radioactive material
and be subject to atmospheric dispersion. The fate of the radioactive material
depends to a high degree on the particle sizes. Large objects, such as rocks, will
quickly fall down to the ground while smaller particles are transported further.
The smallest particles might be transported over long distances and deposit on
the ground due to di�erent removal processes such as dry and wet deposition.

In the 1960's, an empirical model for short range nuclear fallout was devel-
oped, based on US nuclear tests in the Nevada desert. The model was named
KDFOC and mainly describes how the activity is distributed over particle sizes
in the cloud when the initial intense period of the explosion has passed and
the cloud has stabilized. KDFOC assumes that the stabilized cloud is obtained
approximately �ve minutes after the explosion. The cloud is modelled to con-
sist of four main sections which are referred to as the main cloud, the stem
cloud, the ground zero circle, and the base surge cloud. These sections are
further divided into �ner subsections to improve the spatial description of the
radioactive material. Depending on the height and yield of the bomb, some of
the sections might be non-existent. The source term depends on the yield of
the bomb, the �ssion fraction, and the release height. Moreover, some ground
characteristics are speci�ed to capture the interaction with the ground.

KDFOC is constructed for the prediction of short-range fallout of the ra-
dioactive material. It provides predictions of the geometry of the cloud and the
activity distribution over particle sizes within each subsection. However, it does
not include small-sized particles, i.e. below 5 µm in radius. The small-sized
particles are in general transported beyond the area of interest for KDFOC
and their contributions to measured activity in the Nevada tests were proba-
bly negligible. However, for long-range transport of radioactive material, the
small-sized particles are important and therefore a missing key component in
KDFOC. To address this issue, FOI has developed a model named Nuclear
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Weapon Source With Airborne Model Particles (NWSWAMP) which is based
on KDFOC3, i.e. the third model version released in the nineties. The di�er-
ence between KDFOC3 and NWSWAMP is mainly the addition of small-sized
radioactive particles that allows the source term to act as a source term for long-
range dispersion models. Moreover, support for applying a nuclide vector and
source terms for including the release of inert gases is added in NWSWAMP. A
more thorough description of NWSWAMP is presented in [12]. An overview of
sections/subsections and their sizes for an 80 kt bomb is presented in �gure 9.
When NWSWAMP is used as source term for long-range atmospheric disper-
sion simulations, model particles are introduced in each section separately and
according to their assigned activity distributions.

Figure 9: Illustration of the main sections of a mushroom cloud as modelled by
NWSWAMP for an 80 kt bomb with 50% fission that explodes on the ground surface. A
base surge cloud only appears for underground explosions which is not the case here.

4.2.2 Dispersion modelling and meteorological data
Dispersion calculations were carried out using Dispersion Engine (DE), a mod-
ular computational framework for dispersion calculations developed by FOI.
Simulations were done in DE using the long-range dispersion model PELLO
[13] coupled to the source terms constructed by NWSWAMP. PELLO is a La-
grangian particle model that utilizes random displacement dynamics in the cur-
rent wind �elds. The meteorological parameters used by PELLO, such as wind
�elds, temperatures and precipitations, are loaded from numerical weather fore-
casts in GRIB format. For this work the ERA5 catalogue of historic weather
from ECMWF (European Centre for Medium-Range Weather Forecasts) was
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used. Meteorological data for the entire year of 2018 with one hour time resolu-
tion and spatial resolution of 0.25 degrees in both latitudinal and longitudinal
directions was used. The geographical region of the simulation were the entire
northern hemisphere.

Deposition is an important removal process of radioactive material from the
atmosphere to the ground, and it has therefore a central role in the estimation
of both airborne and deposited �eld of radioactivity. The deposition model
used in PELLO is described in [14], and includes both wet deposition [15, 16]
and dry deposition [17]. The term wet deposition refers to removal by means
of precipitation, while dry deposition refers to transport and adsorption to the
ground surface by means of other processes.

4.2.3 Simulation protocol
The software required to conduct long-range atmospheric dispersion simula-
tions is comprehensive and involves many physical models and numerical com-
ponents. However, the process can quite straightforwardly be reduced into a
simple scheme on a synoptic level. The estimation of radioactive concentration
�elds were established by applying:

1. Location, choosing position and time for the explosion

2. Source term, establish a source term by using NWSWAMP

3. Meteorology, loading ERA5-data for the time period of interest

4. Dispersion, applying PELLO to simulate the atmospheric dispersion and
deposition

5. Postprocess, calculating the desired concentration �elds using informa-
tion from PELLO

The results from each simulation were two time-dependent concentration �elds,
one for airborne material and one for deposited material. This scheme was
applied to all speci�ed explosion positions and their related points in time,
which resulted in an equally large number of simulations.

4.2.4 Source scenario sets
In particular, aerosol dispersion calculations were performed assuming a 1 kt
nuclear explosion conducted at a height of 150 m. Simulations were done for
the source scenarios A, B, BW, and C, described in section 2.3. To be able
to interpret the FOMs related to atmospheric transport,i.e., Nuclear Explo-
sion Identi�cation Power and Nuclide Identi�cation Power (see section 2.4),
the fraction of explosions reaching Sweden was calculated for the four cases
discussed in section 2.3. The results are shown in table 3.

As can be seen in the table, a signi�cant fraction of the explosions in case
A (Sweden) will not reach the ground level in the model (21% in the case of
air, and 13% in the case deposition is modelled). In those cases, all particles
will be transported away from Sweden and never reach the ground level. As
expected, the fraction reaching Sweden will decrease as the average distance
from Sweden decreases for according to the spatial distribution of the explosions
in the di�erent case sets.

The distribution of the earliest time the plume reaches Sweden is shown in
�gure 10. As expected, the distributions for scenario sets in or close to Sweden
are more shifted towards shorter times compared to scenario C (Europe).
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Case Type Total Within 24 h
A Air 0.79 0.49
A Deposition 0.87 0.63
B Air 0.64 0.17
B Deposition 0.65 0.18
BW Air 0.79 0.28
BW Deposition 0.81 0.33
C Air 0.58 0.074
C Deposition 0.59 0.074

Table 3: Fraction of simulated explosion aerosol releases reaching the 0-300 m atmo-
spheric layer in Sweden. The fraction of releases reaching Sweden at any time within 7
days are in the third column. The fraction reaching Sweden within 24 hours are shown
in the fourth column.

Figure 10: Distributions of the time of first aerosol plume hit in Sweden following a
1 kt nuclear explosion at 150 m. Results are shown for the different scenario sets,
separately for air concentration and ground deposition.

4.3 Gas dispersion calculations
Dispersion of the Xenon noble gas from the release coordinates was calcu-
lated using the Hybrid Single-Particle Lagrangian Integrated Trajectory model
(HYSPLIT), version 5.2.0 [11]. GFS Weather data was downloaded from
NOAA's publicly available data server [18].

For each release coordinate and time, 106 particles was released for a du-
ration of one hour, assuming a point source at a height of 100 meters, and
tracked forward for 7 days. As further discussed in section 8.1, the di�erent
height compared to the aerosol model is due to the fact that at present, we
don not have access to a proper model for dispersion of noble gases from an
atmospheric nuclear explosion, and we used a standard model normally used to
simulate underground explosions. The spatial resolution of the weather data
input to the calculations was 0.25 degrees. The spatial and temporal resolution
of the calculated concentration �eld was 0.25 degrees and 3 hours, respectively.
The concentration �eld was calculated in a 0 - 100 m layer.
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5 Simulations of responses from
radiation detectors
5.1 Decay calculations
The nuclide vector described in section 3 provides the starting composition
of the fallout from a nuclear explosion. The composition of the fallout will
evolve with time, as the original nuclides decays into daughter products. The
modelling of this process can be done with the Bateman equation, which de-
scribes the abundances of nuclides in a decay chain as a function of time, if the
initial composition and the half-lives are known [19]. While it is possible to
solve the Bateman equation time-dependence analytically [20], such approach
is not suited for large decay chains and can lead to numerical instability as
the equations sometime requires divisions with very small numbers. Instead,
a numerical approach to �nd the time-dependent composition is used, where
time-evolution of the isotope are described by a system of ordinary di�erential
equations. While there are numerous ready-made code packages that per-
form such task, a solver was developed to make integration into our simulation
framework smoother, and makes it possible to explore more complex decay
scenarios.

In this section three di�erent situations dealing with decaying nuclides are
described: the time evolution of the nuclide vector, the response of a spectrom-
eter observing particle decay from either surrounding air or ground, and the
decay process and response of an instrument where nuclides are collected from
air.

5.1.1 General case
The time-dependence of the nuclide vector follows the general decay scenario
and is described in this section. The population N of some radioactive isotope
i with half-life Ti and decay constant λi = ln(2)/Ti will decay with the rate

dNi

dt
= −Niλi. (5.1)

Equation 5.1 has the exact solution

Ni(t) = Ni(0) exp(−λit), (5.2)

where Ni(0) is the initial number of isotopes i.
If there are other nuclides j that can decay into nuclide i with a branching

ratio Bij , an ingrowth occurs such that

dNi

dt
= −Niλi +

∑
j

NjλjBji (5.3)

where the left term on the right hand side describes the destruction rate D⃗ ,
and the right term describe the production rate P⃗ of species i, so that

Di = Niλi (5.4)

and
Pi =

∑
j

NjλjBji. (5.5)

31(77)



FOI-R--5626--SE

For a composition with several di�erent isotopes with interconnected decay
chains, the time-evolution is govern by the system of ODEs de�ned by equa-
tion 5.6.

d

dt
N⃗(t) = (P⃗ − D⃗)N⃗(t) (5.6)

with
Dij = δijλi (5.7)

and
Pij = λjBji. (5.8)

N⃗(t = 0) is the starting nuclide vector discussed in Sect. 3. Further, λi and
Bji are also known using nuclear data from the ENDF/B-VIII.0 library [5].

We can then solve equation 5.6 ODE numerically with the
scipy.integrate.odeint solver from the Python package scipy [21], and
�nd Ni(t) for the nuclides i, where nuclide i is either de�ned in the initial
nuclide vector or a daughter product of a initial nuclide.

The activity of nuclide i is then

Ai(t) = Ni(t)λi (5.9)

and can be derived for all radioactive nuclides.
As the dilution factors for di�erent scenarios are calculated by weather

simulations, the activity concentration at some position can be deduced as

ci(t, p, x) = Ai(t)×D(t, p, x) (5.10)

whereD(t, p, x) is the dilution factor, and ci(t, p, x) is the activity concentration
of nuclide i, at time t and position p for case x.

5.1.2 Radioactivity measurements of the surrounding air and
ground

Instruments such as NaI detectors can be used to identify the decay of ra-
dioactive material either in the air or on the ground. To model the response
the number of decays of radioactive isotopes from the surrounding during the
measurement time of the instrument is needed. The activity concentration
ci(t, p, x) is calculated with equation 5.10. Activity for some given area (if the
instrument looks at ground) or volume (if the instrument is looking at the air)
is then Ai(t, p, x) = ci(t, p, x)× V where V is the area or volume of interest.

The number of decays Ni for nuclide i during some integration time tint is

Ni =

∫ tstart+tint

tstart

Ai(t, p, x)dt. (5.11)

This results combined with the model of the detector setup, and information
about the detector e�ciency, makes it possible to simulate the instrument
response.

5.1.3 Decay and ingrowth for an instrument with collection
The time evolution of nuclides in he case they are collected by an instrument is
more complex, as nuclides will continue to decay and be created due to parent-
daughter ingrowth during its operation. This requires a more complex model
compared to the one describe in the previous section. We investigate two types
of instruments: the SAUNA systems, where Xenon is collected from air, and
HPGe detectors, where airborne particulates are collected onto a �lter. These
instruments have three key operational stages:
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Figure 11: Population with time

� Collection for a time tc, during which nuclides are collected from the
air with a constant sampling rate S. Decay and ingrowth continuously
occurs among the collected nuclides.

� Processing during a time tp. Collection is at this stage completed, how-
ever the measurement by the detector has not yet started. The collected
nuclides will continue to decay during this time.

� Acquisition during a time ta. Measurements are performed on the col-
lected sample, and the decays occurring at this point has the possibility
to be registered by a detector.

A schematic �gure of the population development of a nuclide during these
stages can be seen in �gure 11.

If the response of these instruments are to be realistically described, each
of the stages of the instruments need to be simulated. For the collection phase,
equation 5.6 is modi�ed to include a term which describes collection of nuclides.
This term depends on the activity concentration ci(t) [Bq/m3] of a nuclide in
the air (known from equation 5.10), and the sampling rate ϕ [m3/s] of the
instrument. With this addition the population change of nuclide i is described
as

dNi

dt
= −Niλi +

∑
NjλjBji +

ci(t)× ϕ

λi
(5.12)

where the right term describes the rate of nuclides collected by the instrument.
A system of ODEs can be constructed, similar to case in section 5.6, with the
modi�cation to the production term as

Pi =
∑

NjλjBji +
ci(t)× ϕ

λi
. (5.13)

The modeling of the time-dependence of a nuclide collected by an instru-
ment is divided into two distinct phases:

1. Collection during t = 0 → tc - Nuclides are collected by the instrument.
The total number of nuclei of a species, Ni(tc), collected during tc, can
then be found by solving the system of equations made by equation 5.6
with the production term from equation 5.13, and the initial condition
that Ni(t = 0) = 0.
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2. Processing and acquisition during t = tc → tc + tp + ta - After tc no
more nuclides are being collected, however ingrowth and decay continues.
The time evolution of the nuclides (Ni(t)) can therefore be described by
equation 5.6 with the original production term in equation 5.8 between
the times tc → tc + tp + ta, using Ni(tc) as the initial condition.

Figure 11 shows the population of a nuclide collected and then allowed to
decay in an instrument, indicating the two phases.

The �nal step to simulate the response of the instruments is to derive the
number of decays Ni during the acquisition interval. From Ni(t) we can �nd
Ai(t). Integrating Ai(t) for the time interval tc + tp → tc + tp + ta then gives

Ni =

∫ tc+tp+ta

tc+tp

Ai(t, p, x)dt. (5.14)

The integrand is known for all relevant times, and is solved numerically in
Python. Detector-speci�c properties, such as e�ciency ϵ, is discussed in sec-
tions 5.5 and 5.6.

5.2 Gamma dose rate
E�ective dose rate to adult humans from gamma radiation are estimated based
on the calculated nuclide-speci�c activity concentrations in air or on ground.
The International Commission on Radiological Protection (ICRP) have pub-
lished [22] dose rate coe�cients that are used here to convert the activity
concentrations to dose rate. The nuclide-speci�c conversion factors are given
in units of nSv/h−1

Bq/m3 and nSv/h−1

Bq/m2 for air submersion and ground contamination,
respectively.

Given an activity concentration ci,s(p, t) at position p and time t per nuclide
i, the e�ective dose rate Es(p, t) is calculated by equation (5.15) as the sum
over all nuclides, where ei,s is the dose rate conversion factor from ICRP for air
submersion (s = a) or ground deposition (s = g). The total e�ective gamma
dose rate E(p, t) to an adult human standing at p, t is Ea(p, t) + Eg(p, t).

Es(p, t) =
∑
i

ci,s(p, t)ei,s; s ∈ {a, g} (5.15)

The count rate response of Geiger-Müller (GM) tubes are modelled using
the calculated dose rate, scaled with a calibration factor between count rate
and dose rate. Using the calculated count rate and the measurement time,
Poisson-distributed uncertainty is assumed on the number of measured counts
from the tube.

5.3 Radon background model
Decay daughters from radon gas constitutes the dominating background in air
sample measurements, and are therefore important to include in the model of
the aerosol samplers and the NaI detectors. The two relevant radon isotopes,
222Rn (�radon�) and 220Rn (�thoron�) are formed as decay products of the
uranium and thorium decay series, and their decay products are shown in
�gure 12.

The early decay products of 222Rn (218Po, 214Pb, and 214Bi) are all short-
lived, and will mainly impact measurements made during sampling, for example
using a NaI detector monitoring the �lter. The later, more long-lived decay
products (210Pb, 210Bi, and 210Po) will have some, but normally relatively
small, impact on the HPGe measurement of the �lter made later.
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Figure 12: Decay series for 222Rn and 220Rn. The most important daughters are
marked with grey squares. The colors indicate different half-life magnitudes; green
are long-lived and red are short-lived.

The background originating from thoron is more important for the HPGe
measurement, in particular 212Pb, and 212Bi. Even though the �lter normally
is allowed to decay for one day or more, the relatively long half-life of these
isotopes can result in signi�cant peaks in the HPGe spectrum from the �lter
measurement.

In the model used here, we assumed a constant radon activity concentration
of 10 Bq/m3, and a thoron activity concentration of 0.1 Bq/m3. These numbers
were found to reproduce the average radon daughter activities observed in
spectra from the CTBT/IMS station SEX63 in Stockholm, as well as spectra
collected in an earlier study using a NaI detector monitoring air sampling �lters
during sampling [23].

5.4 NaI detectors
The response of sodium iodide (NaI) detectors are modelled using the Geant4
toolkit [24, 25, 26] for the simulation of passage of particles through matter.
Two con�gurations of the NaI detectors are modelled, one con�guration where
the detector is measuring gamma radiation impinging from the ground and the
air around it, and one con�guration where it is located behind the collecting
�lter in an aerosol (particulate-bound radioactivity) collector system.

In both con�gurations, the Geant4 toolkit was setup to calculate the re-
sponse of the detectors to emission of mono-energetic gamma radiation from
the source (air, ground or �lter). The modelled detector estimates the distribu-
tion of energy deposited in the detector crystal, per emitted gamma quantum.
The response of the detector is thus an energy spectrum of detection e�ciency
calculated for each gamma-ray with a speci�c energy emitted from the source.
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(a) Ground (b) Aerosol

Figure 13: Example of energy spectra and the corresponding background energy spec-
tra produced by the NaI models, measuring activity on the ground (a) and on an aerosol
filter (b). The region-of-interests used in the automatic analysis are marked with verti-
cal bands.

This allows the response of the detector to be pre-calculated. Depending on the
number of decays per nuclide (see section 5.1), the number of emitted gamma-
rays are used to estimate the response of the detector. ENDF/B-VIII.0 data
[27] are used to lookup the distribution of emitted gamma-rays per decay of a
particular nuclide.

Typical energy spectra produced by the NaI models are displayed in �g-
ure 13. The low energy resolution of NaI detectors, as compared to HPGe
detectors, complicates the analysis of peaks in the energy spectrum. Some
structures in the spectrum are isolated peaks while others may be composed
of many overlapping Gaussians. In a real situation, the spectrum would be
analyzed with respect to all peaks, but in order to automate the algorithm, we
here use a simpli�ed technique, where a list of region-of-interests (ROIs) are
de�ned. Knowing the background used in the model, it is determined if a sig-
nal is detected above the background using the framework of Currie [28]. The
ROIs were de�ned as the energy intervals [710, 770] and [1560, 1660] keV, where
the signal is assumed to be dominated by gamma radiation emitted from 99Mo
and 140La, respectively. The background NB and signal NS counts in the ROI
is used to estimate the critical limit LC and MDA using Currie's de�nitions
as used in [29], see equations (5.16), (5.17) and (5.18).

LC ≈ 2.33 ·
√
NB (5.16)

ND ≈ 2 · LC + 2.71 (5.17)

MDA =
ND

iϵT
(5.18)

Here i is the emission probability of the radiation dominating the signal
count in the ROI, ϵ is the detection e�ciency of the speci�c energy and T
is the measurement time (live time). The activity A is as estimated using
equation (5.19).

A =
NS

iϵT
(5.19)
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Figure 14: Schematic view of the NaI detector pointing towards the filter in an aerosol
system. The NaI detector crystal (C) is positioned inside the red rings. The blue surface
indicates the filter (F), collecting aerosols flowing from the right.

5.4.1 NaI detectors in aerosol systems
Aerosol systems can be equipped with for example a NaI detector that mea-
sures gamma radiation emitted from the collecting �lter (as well as from other
sources such as background). Reference [23] describe one such system that was
previously used at FOI.

The model for the NaI detector measuring gamma-rays from an aerosol �lter
is depicted in �gure 14. Geometric dimensions and materials used in the model
are detailed in Refs. [23] and [30]. The source emitting mono-energetic gamma-
rays is the blue �lter surface in �gure 14, the source is uniformly distributed
in the �lter and the gamma-rays are emitted isotropically. The photopeak
detection e�ciency calculated for the model is displayed in �gure 15.

5.4.2 NaI detectors in air
The model for the NaI detector measuring gamma-rays from the air around it
or from the ground below use the same NaI detector and scintillation crystal as
used in the aerosol system (section 5.4.1). The detector in the model is located
two meters above the ground as depicted in �gure 16. Uniformly distributed,
mono-energetic, gamma-rays are emitted isotropically from the ground surface,
at zero depth, and the air around the detector. The ground material was
assumed to be granite rock. The photopeak detection e�ciency calculated for
the model is displayed in �gure 17. Though no validation data is available for
the model, the e�ciencies correspond within an order of magnitude to published
data of similar setups [31].
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Figure 15: The photopeak detection efficiency vs energy for the NaI detector-in-an-
aerosol-system model.

Figure 16: Schematic view of the NaI detector pointing towards the ground (G). The
NaI detector crystal (C) is contained in the bottom part of the detector. The distance
between the detector and the ground is 2 m.

(a) (b)

Figure 17: The photopeak detection efficiency vs energy for the NaI models measuring
from (a) the air around it and (b) the ground below it.
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Figure 18: Schematic view of the HPGe detector model. The blue cylinder represents
the filter (F) that is the source of gamma radiation measured by the red detector crystal
(C) inside the detector aluminium capsule (A). The arrows indicate the reference coor-
dinate system of the detector, with the length of the arrows being 10 cm.

5.5 Aerosol stations
In aerosol stations, radioactive particles are collected by �ltering air through
�lters with high collecting e�ciency. Ref. [32] gives an overview of such sys-
tems still in use in Sweden. High-purity germanium (HPGe) detectors measure
energy spectra from the �lters in a shielded environment in a laboratory some
time after the sampling have stopped. The response of the HPGe detector
measuring on a compressed �lter is also modelled using the Geant4 toolkit (as
in section 5.4). Figure 18 displays a schematic view of the model.

The isotropic emission of gamma-rays and the energy-spectral response of
the detector is the same as described for the NaI detector systems in section
5.4, but with the geometry and materials in the model changed to correspond
to this setup.

The photopeak detection e�ciency calculated for the model is displayed in
�gure 19. A validation of the model could be established by comparing the
detection e�ciency by that from a VGSL [33] model previously setup for the
same detector. Figure 19 displays the VGSL results for comparison.

Energy spectra produced by the model for HPGe-based aerosol stations are
saved in the IMS2.0 format [34] and evaluated using the UniSAMPO nuclide
identi�cation system [35] version 2.67. Peaks in the energy spectrum that are
identi�ed and evaluated using UniSAMPO and the corresponding nuclides and
their activity concentrations are listed in the response of the station. A typical
energy spectrum produced by the HPGe aerosol model is displayed in �gure
20.

5.5.1 Comparison between UniSAMPO and model
concentrations

UniSAMPO analyse energy spectra and reports on activity concentrations for
identi�ed nuclides. To further validate the energy spectral response model
of the HPGe detector, the activity contrations calculated by UniSAMPO was
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Figure 19: The photopeak detection efficiency vs energy for the HPGe detector model
using Geant4. Results from a VGSL model are included for comparison.

Figure 20: Example of an energy spectrum and the corresponding background energy
spectrum produced by the HPGe aerosol model. Peaks identified by UniSAMPO that
are also on the list of CTBT-relevant nuclides are marked.
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Nuclide UniSAMPO Model
Sr-91 0.0089 ± 0.0003 0.007
Y-88 (1.6 ± 0.2)e-05 2.e-09
Zr-95 0.00266 ± 0.00009 0.006
Zr-97 0.0401 ± 0.0006 0.05
Nb-95 0.000414 ± 0.000009 0.0003
Mo-99 0.0790 ± 0.0008 0.09
Tc-99m 0.4 ± 0.1 0.09
Ru-103 0.0120 ± 0.0002 0.01
Rh-105 0.089 ± 0.001 0.1
Ag-111 0.0045 ± 0.0001 0.004
Sn-125 0.00102 ± 0.00004 0.0009
Sb-124 (5.1 ± 0.8)e-05 1.e-05
Sb-127 0.00880 ± 0.00007 0.009
Te-129m 0.0082 ± 0.0002 0.001
Te-131m 0.0112 ± 0.0001 0.02
Te-132 0.0623 ± 0.0005 0.07
I-131 0.0298 ± 0.0003 0.03
I-133 0.0633 ± 0.0008 0.08
Cs-136 0.00079 ± 0.00001 0.0008
Ba-140 0.0257 ± 0.0002 0.03
La-140 0.0529 ± 0.0003 0.02
Ce-141 0.0106 ± 0.0002 0.01
Ce-143 0.0481 ± 0.0005 0.07
Nd-147 0.0142 ± 0.0002 0.01
Sm-153 0.0075 ± 0.0003 0.008

Table 4: Activity concentrations in Bq/m3, for CTBT-relevant and particulate bound
nuclides as reported by UniSAMPO and the corresponding input used by the model for
the case described in section 8.

compared to the model activity concentration input, calculated from the as-
sumed release and collected at the �lter. Table 4 displays the data used for the
comparison, for the same example case as used in section 8 for CTBT-relevant
particulate bound nuclides. The relative di�erences between the numbers listed
in table 4 are for many nuclides within the statistical uncertainties, albeit with
some notable exceptions where a higher di�erence is noted, e.g. Y-88, Zr-95,
Tc-99m and Te-129m. Considering the many steps in the modelling chain and
associated uncertainties, the comparison in table 4 indicate that, for this case,
the energy-spectral detector response modelling framework does not add uncer-
tainties that are expected to dominate the uncertainties of the complete model,
e.g. the atmospheric transport models are expected to introduce uncertainties
larger than the di�erences displayed here.

5.6 Radioxenon systems
The responses of two types of radioxenon systems are modelled; the SAUNA
III and the SAUNA QB , which both performs ultra-sensitive measurements
of the four radioxenon isotopes 131mXe, 133Xe, 133mXe, 135Xe. These system
are from the same product family, however, with key di�erences in collection
time, size and price. The state-of-the-art system SAUNA III has a collection
time of six hours, and used by CTBTO to monitor radioactive Xenon in the
atmosphere. The SAUNA QB is a physically much smaller system, with a
collection time of twelve hours. At a lower price-point than SAUNA III it can
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SAUNA QB SAUNA III
tc [h] 12 6
tp [h] 3 5.3
ta [h] 10.7 6.2

ϕ [m3/h] 1.2 4

Table 5: The instrument parameters used in the modelling.

Branching ratio (B) Half life Detection e�ciency (ϵ)
131mXe 0.352 11.93 d 0.65
133Xe 0.465 5.24 d 0.65

133mXe 0.35 2.19 d 0.65
135Xe 0.47 9.14 h 0.65

Table 6: Parameters for the xenon isotopes used in the modelling.

be used a compliment or in an array con�guration. A �ve-unit SAUNA QB

array is operated by FOI in Sweden since 2022.
The two system types use the same main principle: air is collected during a

collection time of 6 or 12 hours, followed by xenon extraction and puri�cation
and then the activity of the sample is measured by a β-γ coincidence detector.
An overview of the important steps in modelling is described here, for a in-
detail description see [36], [37] and references therein.

5.6.1 Modelling the detection response of a radioxenon system
As is described in section 5.1.3, the SAUNA systems will collect air during tc,
after which there are some processing time tp and �nally measure the activity
during the acquisition time ta. With equation 5.14 we can model how many
counts Ni that occurs in a collected sample during the acquisition time for a
radio-xenon isotope i. To model the statistical variation of the measurements,
Ni is randomized using a Poisson distribution. Ni is then used to calculate
the activity concentration if it was measured by a SAUNA system, ci,M , as

ci,M =
Ni

ϵBi

λ2
i

(1− exp(−λitc)) exp(−λitp)(1− exp(−λita))

1

ϕ
=

Ni

Si
, (5.20)

where ϵ is the detection e�ciency, Bi is the branching ratio, λi is the decay
constant and ϕ is the air�ow. Equation 5.20 assumes that the activity concen-
tration is uniform for the Xenon isotopes during the collection time tc. The
instrument properties used in the model are shown in Table 5 and the xenon
istope properties are shown in Table 6. A parameter Si is de�ned, relating the
activity concentration to net-counts measured in the detector.

The decision limits critical limit (LC) and minimum detectable concentra-
tion (MDC) can be calculated as

LCi =
kα
Si

√
var0(Ni) (5.21)

MDCi =
1

Si
(k2α + 2kα

√
var0(Ni) (5.22)

where a 95% con�dence level is set by kα = 1.654, and var0(Ni) is the variance
of Ni, which can be calculated according to Eq. (B.2)-(B6) in Appendix B of
[37].
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6 Simulations of responses from seismic
sensors
6.1 Introduction
In this work, the goal of the modelling of the seismic network response is to
provide a relatively simple simulation that still can be used to provide informa-
tion on key parameters for network design. The model is based on previously
published studies of the detection capability of the global International Mon-
itoring System (IMS), in particular the ones presented in Refs. [38] and [39].
Here we use a similar, somewhat simpli�ed, approach for a regional network.
As discussed in more detail in this section, the model has several limitations,
but we consider it adequate enough for its purpose, which is to estimate the
detection- and location capability for the cases discussed in section 2.3, and to
feed key parameters into the aggregated system model. The modelling of the
seismic detection capability is described in the next section, followed by the
location uncertainty modelling in section 6.3.

6.2 Modelling of the detection process
Simulations of detection capability from seismic networks is typically based on
a statistical model of the noise at the stations and a modelling of the seismic
signals [39], see also Ref. [40] for a more elaborate model example. The ambient
seismic background noise for a particular station will depend on the location
as well as the number of detection elements at the station. In general, two
types of stations are used, seismic arrays and single-element stations - both
equipped with three-component sensors. A seismic array is comprised of a set
of seismometers placed in a con�guration that allows for the seismic wave to
be coherent among the di�erent seismometers in the array. This allows for an
analysis technique called "beamforming", where the individual signals are time-
shifted and added, which will reduce the ambient background and amplify the
signal. Arrays can also be used to estimate the direction to the seismic event
(its azimuthal angle) and the apparent velocity of the signal; however, this
capability is not modelled here.

An nuclear or chemical explosion will cause both compression (P) and, to
a lesser extent, shear, or transverse, (S) seismic waves that will propagate in
the earth's interior. In addition, surface waves are created. P waves are the
�rst to arrive at a measurement station, followed by S waves. Surface waves
arrives after the P- and S-waves. In this work, we use only P-waves. For an
explosion with a given yield, the magnitude as determined from P-waves, mb,
is estimated according to

mb = 4.43 + 0.75× log10(w)−D(h), (6.1)

where w is the explosion yield in kilotons (kt) and D is a decoupling factor
which depends on the height or depth of burial of the explosion, as well as
on the surrounding media. This empirical relationship (not including D) was
created using data from the former Soviet underground nuclear test site in
Semipalatinsk [41]. The seismic coupling also changes with the geological con-
ditions and if any action has been taken to actively decouple the explosion,
for instance by placing the device inside an existing underground cavity. None
of these two factors are taken into account here. The seismic coupling of an
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Figure 21: Magnitude correction factor for decoupling obtained from Ref. [38].

Figure 22: Left panel: A Pn wave travelling along the boundary between the crust
and the upper mantle (Moho) at shorter distances. Middle panel: A P wave in the
teleseismic zone. Right panel: A PKP wave travelling the outer core.

explosion conducted above, or in, seawater will be stronger compared to land.
The magnitude correction factor D(h) is obtained from Ref. [38], and shown
in �gure 21.

The resulting amplitude, A, of the signal in a seismometer is modelled by

log10
A

T
= mb − C(d), (6.2)

where T is the dominant period of the investigated seismic signal and C is
a distant-dependent correction term, adjusting for the fact that the transfer
function for seismic waves is strongly a�ected by earth's inner structure.

Earth's layered structure will create di�erent P- and S trajectories (phases),
and depending on the distance between a station and the source, di�erent
focussing and shadow zones are created. A regional zone up to about 10◦

result in P waves passing through the crust and the upper mantle, resulting
in Pg and Pn phases. A shadow zone is observed between 10◦ and 20◦ caused
by wave refraction into deeper layers. A teleseismic zone with more reliable
detection possibilities spans between 20◦ and 100◦, and another shadow zone
is found between 100◦ and 140◦. Finally, a zone with P waves passing through
the outer and inner core (PKP phases) will again provide higher detection
possibilities (see �gure 22).

The model uses the mb correction curve C(d) reported in Ref. [39], which
spans distances of 0◦ to 180◦ for a near-surface explosive source. The correction
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Figure 23: The distance-dependent mb correction curve used in this report, obtained
from Ref. [39].

Figure 24: Example of a displacement power spectral density function from one of the
elements in the Hagfors station used to calculate the statistical noise level used in the
model. Pd was read at a center frequency of 1.33 Hz (T = 0.75 s).

thus includes both the regional (Pg, Pn), teleseismic (P), and PKP phases
above 100◦. The distance-dependent correction is shown in �gure 23.

The amplitudes caused by an explosion scenario as a function of distance
from the explosion is calculated by combining equation 6.1 and 6.2. For the
seismic wave to be detected by a seismograph it is required that the signal
exceeds the ambient statistical noise recorded at the station with a certain
amount, i.e, the signal-to-noise ratio (SNR) should exceed a chosen detection
threshold value. The statistical noise, D, for a single seismometer was obtained
by using the typical noise levels observed at the Swedish seismological array in
Hagfors (HFS).

The noise parameter was calculated by an averaging of typical dB readings
from displacement power spectral density (PSD) functions from all elements
in the Hagfors array, and converted to displacement i nm. An example PSD
function from the Hagfors array is shown in �gure 24. The displacement was
calculated using upper and lower corner frequencies of 0.8 and 2.2 Hz, respec-
tively, corresponding to the typical frequency range for P- and PKP waves [39].
This resulted in a RMS displacement of D = 0.59 nm from noise in the P-wave
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Figure 25: Signal-to-noise ratios for two explosion scenarios plotted versus source-
station distance. The green line indicates SNR = 3, which is the threshold value
required for detection in this model.

frequency band1. The same noise level is used for all stations in the model.
The noise reduction obtained by using a seismic array is estimated by,

Darray =
D√
N

, (6.3)

where N is the number of array elements. The same approach is used in
Refs. [38] and [39]. In this work, an explosion is assumed to be detected if the
signal-to-noise ratio is equal to or larger than 3.

The resulting SNR, de�ned as A/D or A/Darray for single or array stations,
respectively, is shown in �gure 25 for two explosions. In one case, a 1 kt
device was detonated underground, resulting in mb = 4.4. This corresponds,
roughly, to the �rst nuclear test in North Korea in 2006. Such an explosion
would according to this model be detected at all distances, except for a narrow
region around 15◦ and the shadow zone between 100◦ and 130◦. If instead the
explosion was conducted at an altitude of 150 m above land, the magnitude
would be reduced to 2.3, and the explosion would be detected only at distances
less than about 6◦, and in a narrow region slightly within 150◦.

The detection model was evaluated using IMS data from the screened event
bulletin (SEB) produced by the International Data Center (IDC) for CTBT
monitoring. Magnitudes (mb andML 2) for all events that included the Hagfors
station in the analysis were plotted versus distance from the Hagfors station
and compared to the detection threshold predicted by the model, see �gure 26.

As can be seen in the �gure, the predicted detection threshold for the com-
plete array agrees reasonably well with the lowest observed values, with the
exception of a region around 15◦ and one at 140◦ - 150◦. A similar study re-
veals the same features for other IMS stations [39]. In this work they explain
the discrepancy at 15◦ by the interstation distance in the IMS network, and
the discrepancy at 140◦ - 150◦ by the way the IMS stations are associated in
the analysis (see Ref. [39], section 5, for details).

1The average noise at the nine elements in the Hagfors array is measured to Pd = −186 dB
= 2.51 × 10−19 m2/Hz for the center frequency f0 =

√
fu × fl = 1.33 Hz, where fu = 2.2

Hz, and fl = 0.8 Hz. The resulting RMS displacement is D =
√

Pd × (fu − fl) = 0.59 nm
2The IDC calculates local magnitudes for shallow events using only P and Pn phases (to

make them consistent with mb) recorded at stations located within 20◦ from the event [42].
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Figure 26: A comparison of modelled detection threshold magnitudes for the Hagfors
station (green lines, left vertical axis) and magnitudes (mb as green and local mag-
nitude ML as red histograms) reported by the IDC where Hagfors is included in the
analysis. Data is from the Screened Event Bulletin (SEB) for 2018-2022. The solid
green line is the threshold magnitude for the complete array (nine components), and
the dotted line is the threshold magnitude for a single component. The corresponding
threshold for the explosive yield of a fully coupled explosion is also shown (blue lines,
right vertical axis).

6.3 Modelling of the event location capability for a seismic
network

The localization of a seismic event is here performed by �nding the minimum of
the summed di�erence between modelled observed arrival time and the arrival
time calculated from assumed event time and location,

r =

n∑
i=1

(
toi − tci
σi

)2

. (6.4)

Here, n is the number of detected phases, which in this model (using only P-
waves) is equal to the number of stations included in the location, and toi and
tci is the observed and calculated arrival times, respectively. The arrival time
error is denoted by σi.

The calculated arrival time is

tci = T (di) + t0, (6.5)

where T (di) is the travel time model used, di is the geodesic distance between
the station and the assumed event location, and t0 is the assumed event time.
The observed arrival time is modelled as

toi = T (dtruei ) + ttrue0 , (6.6)

where true denotes the actual time and location for the explosion. The di�er-
ence between observed and calculated arrival times is achieved by perturbing
the measured arrival times with an uncertainty taking into account pick time
error and a model error according to

σ2
i = 0.752 +

(
0.15

SNRi − 1

)2

, (6.7)

47(77)



FOI-R--5626--SE

Figure 27: The seismic signal travel time model used in this report.

where the �rst term is the model error, and the second is the pick time
error. The approach is the same as used in Ref. [38]. This simple model should
be considered a �rst-order approximation. Nevertheless, it results in reasonable
agreement with the location accuracy achieved for events inside the Swedish
National Seismic Network (SNSN), as will be illustrated.

The travel time model, T (d), is based on the work by Kennet and Eng-
dahl [43]. Travel times for di�erent P phases that might be present at di�erent
angular distances (P, PKIKP, PKiKP, and PKP) are combined to create a sin-
gle travel time table up to a distance of 180◦. The resulting travel time function
(see �gure 27) is similar to the one used in Ref. [38]. It should be noted that the
speci�cs of the travel times will not signi�cantly a�ect the results on location
in the model since the arrival time uncertainty (equation 6.7) is only weakly
dependent on travel time through the factor involving the SNR parameter.

The minimum of the residual in equation 6.4 is found by performing a grid
search within a 600× 600 km area with a spacing of 2.5 km. The geographical
location of the minimum in the resulting 2D distribution is found by calculating
the centroid of a contour polygon. The localization procedure is performed for
100 Monte Carlo histories assuming that the observed arrival time is normally
distributed with a standard deviation of σi as determined from equation 6.7.
Finally, the 90% error ellipse is calculated from the resulting distribution. The
model requires at least four detecting stations in order to perform an event
localization. An example of a model location result is shown in �gure 28.

To investigate the realism of the outlined model, it is compared to real
events measured and analyzed by SNSN [44]. Global and national seismic
events detected by SNSN was modelled and located using the same stations as
in an analysis with the SeisComP analysis software [45]. The latter analysis was
carried out with manual picking of P-phases, or P- and S-phases, and using the
LOCSAT localization module [46]. The model was found to agree reasonably
well with the more sophisticated SeisCompP analysis, resulting in comparable
con�dence ellipses, as illustrated in �gure 29. For these examples, the model
resulted in location uncertainties slightly larger than the P+S LOCSAT results,
and smaller than the P-only results. Obviously, it is not to be expected that the
model should agree well in all cases, or for all distances, given its simplicity.
But we consider the model to be adequate enough for its purpose, i.e., to
facilitate a relative comparison of the location capability for di�erent network
designs.
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Figure 28: Example of a modelled location using a fictitious seismic network in Swe-
den. The confidence ellipse is calculated using the resulting event location distribution
obtained from Monte Carlo of the modelled arrival time uncertainty (100 histories). The
location estimate for each history is performed by grid search. The models resulted in
this cas in a one sigma uncertainty of about 5 km for both latitude and longitude.

Figure 29: Examples of comparisons between 90% confidence uncertainty ellipses
created using the model presented in this report (in blue) and real data analysed using
SeisComp with the LOCSAT module. Data was analysed with manual picking of P-
phases only (in black), and using both P-and S phases (in red).
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7 Simulations of responses from
infrasound sensors
7.1 Introduction
The modelling of the infrasound response is to a large extent based on the work
reported in Ref. [38]. Just as in the seismic model, described in chapter 6,
the intention here is to estimate the average detection and location capability
by exposing di�erent network con�gurations to a set of hypothetical nuclear
explosions, and feed key parameters into the aggregated system model. The
modelling of the detection capability is described in the next section, followed
by the location modelling in section 7.3.

7.2 Modelling of the infrasound detection process
A nuclear explosion in the atmosphere will produce an acoustic signal that will
travel large distances (thousands of km) due to refraction in di�erent atmo-
spheric layers at high altitudes (up to more than 100 km). The energy of these
waves is concentrated around frequencies between 20 and 500 mHz. Sound
with frequencies below 16 Hz is called infrasound, and can be detected by low
frequency microphones or microbarographs. The direction to the source (bear-
ing) can be calculated using an array of several sensors, and event location can
be estimated using a station network.

Since the wind speed at high altitudes can be up to 100 m/s, i.e., a signi�-
cant part of the speed of sound, the wind conditions will a�ect the motion of
the wave, and also have an impact on the localization of the event.

The infrasound detection process is modelled using essentially the same
empirical approach as described in Ref. [38]. Using data from nuclear and
large conventional explosions, it has been found that the signal amplitude, or
pressure di�erence, P , measured in microbars at a distance of r in km from a
1 kt atmospheric explosion, can be estimated using the relation,

P = 29374
√
Y r−1.349, (7.1)

where Y is the e�ective yield, which depends on the height of the explosion. As
can be seen in �gure 30, the e�ective yield can be considerable larger than the
true yield. At a height of about 300 m, the e�ective yield for a true yield of 1 kt
is about 6 times higher. Note also that the curve in �gure 30 also have data for
partly buried explosions. In fact, infrasound signals also have been observed
from underground nuclear tests, see for example Ref. [47]. Data indicates that
wave re�ections in the 50 km atmospheric layer will be the strongest for waves
created in explosions, and according to Ref. [38], equation 7.1 is believed to
represent these stratospheric phases.

As mentioned above, the wind speeds at high altitudes can have a signi�cant
e�ect on the infrasound wave propagation. The average wind velocity vector V
along the signal trajectory is used to correct the signal amplitude by a factor
W given by Ref. [48]

W = 100.0173V . (7.2)

Positive values of V indicates that the signal is travelling downwind, which
will result in an ampli�cation of the infrasound signal, and weaker signals for
negative values.
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Figure 30: Effective yield for the infrasound signal from a 1kt nuclear explosion (ob-
tained from Ref. [38]).

Figure 31: Multiplicative signal amplitude correction factor as a function of wind velocity.

As can be seen in �gure 31, this correction can be large if the winds are
strong, and result in signi�cant damping or ampli�cation of the signal. To
calculate this e�ect, we use monthly averaged wind �eld data [49], and calcu-
late the average wind vector along all event-station trajectories at a constant
pressure of 0.7 mbar, which roughly corresponds to an altitude of 50 km. Data
is illustrated in �gure 32, where the monthly average wind �elds for 2018 are
shown. As can be seen, the mean winds at this altitude vary strongly with sea-
son. In January for example, Europe is dominated by strong westerly winds,
causing a low infrasound detectability for sources east of Sweden. In the sum-
mer, easterly winds instead are dominating. The variation is further illustrated
in �gure 33.

The measurements of a microbarometer will also be a�ected by noise from
local winds at surface level. We use the same modelling of the noise as in
Ref. [38], i.e.,
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-01
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-02
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-03
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-04
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-05
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-06
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-07
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-08
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-09
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-10
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-11
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MERRA-2 wind model at 0.7 mbar (ca 50 km) - 2018-12
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Figure 32: Monthly averaged wind field data during 2018, at a constant air pressure of
0.7 mbar, which approximately corresponds to an altitude of 50 km [49].
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Figure 33: Monthly averaged wind velocity at 50 km altitude above the equator and at
four different latitudes at the northern hemisphere. Data was obtained from Ref. [49].

N =

{
0.4v, if v < 5 m/s
0.035v2.5, otherwise,

(7.3)

where v is the local wind speed and N is the 1σ wind noise in microbars. Also
for the local winds we use monthly averages [50].

7.3 Modelling of the event location capability for an
infrasound network

An infrasound station detecting a signal will produce a bearing and an arrival
time which together with other stations can be used to estimate the location
of the source by triangulation of multiple station intersections and some model
to combine arrival times and bearing. In this report, we estimate the location
uncertainty area with a simple intersection polygon area in the case of two
detecting arrays, assuming an uncertainty in the bearing measurements.

In the case of three or more detecting stations, we perform a grid search,
of the same kind as described in section 6.3, but this time also including infor-
mation on the measured bearing and calculating a residual at each grid point
according to

r =

n∑
i=1

(
toi − tci
σt
i

)2

+

n∑
i=1

(
θoi − θci

σθ
i

)2

, (7.4)

where, as in section 6, toi and tci is the observed and calculated arrival times
with uncertainty σt

i , and corresponding notation for the bearing θ. Since the
residual is error-weighted, it becomes dimensionless, making it possible combine
time and bearing in the same residual. The process is repeated for 100 trials
assuming a normally distributed arrival time uncertainty of σt

i calculated as
2% of the travel time. The travel time is modelled as di/0.3 km/s, where di
is the distance from the event to the station. The distance dependent bearing
uncertainty is given by
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Figure 34: Examples of infrasound locations using a fictive four-station network in
Sweden. In the case of two detecting stations, the event location is performed using
the intersection of the to bearings, and the area of uncertainty is taken as area of the
resulting polygon (left panel). In the case three or more stations detect the event, a
90% confidence ellipse is created using Monte Carlo of the bearing and arrival time
uncertainty distributions (right panel).

σθ
i =



1.8◦ if d < 3000 km,
lineary increasing from 1.8◦ to 7.1◦ between d = 3000 and d = 4000 km,
7.1◦ for 4000 < d < 10000 km,
lineary increasing from 7.1◦ to 27.5◦ between d = 10000 and d = 15000 km,
27.5◦ for d > 15000 km,

(7.5)
where d is the great circle distance from the station to the event.
Two examples of event localization are shown in �gure 34.
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8 Example of results
8.1 A hypothetical network
In this section, we discuss how NEMOS is used to analyze a �ctitious test
network in Sweden, shown in �gure 35. This network is not a part of any
design study; it is only used as an illustration of the software functionality.
The network consists of 12 seismic and four infrasound stations, 10 GM tubes,
and one multi-detector radionuclide site equipped with an aerosol station with
an HPGe detector and an additional NaI detector monitoring the �lter during
air collection, one stand-alone NaI detector, one GM-tube, and two noble gas
systems (SAUNA QB and SAUNA III).

The network was investigated using explosion sets A, B, BW, and C, de-
scribed in section 2.3, using a nuclear source term assuming a 1 kt nuclear
explosion. Both aerosol (air and ground deposition) and noble gas atmospheric
transport calculations were used to simulate the radionuclide signal. The par-
ticle dispersion model, described in section 4.2, assumed an explosion height
of 150 m, while the noble gas model assumed a point source at 100 m. The
di�erences are due to the fact that at present, we don not have access to a
proper model for dispersion of noble gases from an atmospheric nuclear explo-
sion, and we used a standard model normally used to simulate underground
explosions. As a consequence, the results for particulates and radioxenon are
not fully comparable. The intention is to develop a more elaborate model for
noble gases in the future.

8.2 Response from seismic and infrasound subnetworks
The resulting detection capability of the seismic and infrasound subnetworks
is illustrated in �gure 36, for explosion set C. For a seismic event to be de-
tected, we require at least four stations detecting the event. For an infrasound
station, two detecting stations are required. As can be seen, there are notable,
and expected, di�erences in detection capability between the two measure-
ment technologies. The seismic detection capability is clearly a�ected by the
fact that the seismic coupling is stronger if the explosion occurs above water,
resulting in considerably larger detection distances in those cases. Infrasound
signals, on the other hand, can in this case be detected at larger distances,
but are a�ected by high-altitude wind patterns. This e�ect causes a generally
decreasing detection capability for explosions east of the hypothetical network,
due to, dominating westerly winds. However, this e�ect varies depending on
the season.

Results for localization capability are shown in �gure 37, where the seismic
and infrasound location area uncertainties are compared for case C (Europe).
Only events where both techniques could locate the event are included. As can
be seen, the location area is, as expected, in many cases at least an order of
magnitude larger for the infrasound network.

8.3 Response from GM-tubes, NaI- and aerosol sampling
To illustrate the individual responses from GM-tubes, NaI detectors, and aerosol
collection systems, we use results from one of the explosions (number A378)
in explosion set A that resulted in detections. An example of measured dose
rate using a GM tube is shown in �gure 38. In this case the GM-tube at the
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Figure 35: Layout of the hypothetical detection network used to exemplify results. The
network is equipped with 12 seismic and 4 infrasound stations, 10 GM-tubes and a
multi-sensor radionuclide station containing a filter station with HPGe detector and a
NaI-detector, a stand-alone NaI detector, and two noble gas systems (one SAUNA III
and one SAUNA QB .

(a) Seismic detection pattern (b) Infrasound detection pattern

Figure 36: Seismic (left panel) and infrasound (right panel) detection patterns for set
C using the hypothetical network shown in figure 35. Green stars indicate that the
explosion was detected by the subnetwork. Explosions that were not detected are
shown as red stars. Station locations are indicated by purple diamonds.
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Figure 37: Distributions of uncertainties in location area for case C for the seismic and
infrasound networks in the example network.

Figure 38: Example of the measured dose rate as function of time since explosion for
a detecting GM-tube (explosion A378). The dose rate is calculated every hour, which
is the time resolution of the atmospheric transport modelling.

multi-detector site was exposed to the plume through ground deposition a few
hours after the explosion. As can be seen, the ground deposition totally dom-
inates the dose rate, however, dose from air exposure will in this case be at a
detectable level at a signi�cantly later time (the expected background is on the
order of 100 nSv/h). The fact that only ground deposition is observed at early
times following the explosion, without any accompanying air activity, is due
to particles located above the modelled ground layer (above 300 m) washed
down by precipitation, showing up as deposition only in the model. In reality,
it is likely that some airborne activity also should be observed, at least by the
aerosol station, which is many orders of magnitudes more sensitive (see below).

The stand-alone NaI detector is responding in a similar way as the GM-tube,
as shown in �gure 39, displaying clearly measured activities of the two �ssion
products 99Mo and 140La, shown as examples of detected nuclides. Again,
the detections are caused by ground deposition. The identi�cation of a signal
using the NaI-detectors means the nuclear nature of the explosion in this case
can be established quickly, only 6 hours after the blast. If some assumptions
are made about the nuclide vector, the time evolution of the isotope ratios
can additionally be used to estimate the explosion time, making it possible to
connect radionuclide observations with possible waveform observations.
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Figure 39: Activity of ROIs dominated by 99Mo and 140La and corresponding minimum
detectable activity versus time after explosion A378, as measured by a stand-alone
NaI detector. One spectrum is measured and analysed every hour.

Figure 40: The activity of 99Mo, 133I, 140Ba and 140La as function of time since explosion
for explosion A378, as measured by an aerosol system with a HPGe detector. The
collection-, decay-, and acquisition times are all 24 hours. Activities are shown at
collection start of each sample (but are calculated as mean activities during the entire
sampling period of 24 hours).

In contrast to the NaI-detector and the GM-tubes, the aerosol sampling
system will only measure modelled airborne activity. Besides release charac-
terization, these measurements are important when estimating inhalation dose.
As shown in �gure 38, this activity will in this case arrive at the station at later
times compared to ground deposition (in this particular case). Consequently,
the �lters will not show any activity until after around 50 h, as can be seen in
the time series in �gure 40.

The spectrum of the �rst �lter modelled to contain any activity from explo-
sion A378 is displayed in �gure 41, where all identi�ed CTBT-relevant peaks
are indicated. A list of all identi�ed CTBT-relevant peaks in this spectrum is
shown in table 7.

8.4 Response from noble gas systems
The example network is also equipped with two types of noble gas systems, one
SAUNA III with a sample collection time of six hours, and one SAUNA QB ,
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Figure 41: A HPGe energy spectrum collected following explosion A378, as measured
in the modelled aerosol system. The acquisition time for the spectrum was 24 hours.
Peaks identified by UniSAMPO that are also on the list of CTBT-relevant nuclides are
indicated.

Table 7: CTBT-relevant peaks from the energy spectrum in figure 41 identifed by
UniSampo. Energies are given in keV.

Energy Nuclide Energy Nuclide Energy Nuclide Energy Nuclide Energy Nuclide
49.5 Te-132 266.5 La-140 473.5 Sb-127 724.4 Zr-95 925.5 Sr-91
57.5 Ce-143 273.4 Cs-136 479.5 W-187 739.4 Mo-99 1024.4 Sr-91
69.5 La-140 284.6 I-131 487.5 La-140 743.4 Zr-97 1048.5 Cs-136
69.5 Sm-153 293.5 Ce-143 490.4 Ce-143 751.4 La-140 1067.2 Sn-125
80.6 I-131 304.5 Ba-140 497.5 Ru-103 756.5 Zr-95 1096.7 La-140
80.6 Xe-133 306.5 La-140 510.6 I-133 765.5 Nb-95 1125.5 Te-131m
91.5 Nd-147 306.5 Rh-105 529.5 I-133 772.5 W-187 1147.5 Zr-97
103.4 Sm-153 319.5 Nd-147 537.5 Ba-140 777.5 Mo-99 1206.5 Te-131m
111.5 Te-132 319.5 Rh-105 603.3 Sb-124 783.2 Sb-127 1596.4 La-140
116.5 Te-132 328.7 La-140 603.3 Sb-127 793.5 Te-131m 1690.4 Sb-124
140.5 Mo-99 340.5 Cs-136 610.5 Ru-103 815.4 La-140 1836.5 Y-88
145.5 Ce-141 342.5 Ag-111 636.5 I-131 818.4 Cs-136 2002.2 Sn-125
153.7 Cs-136 350.5 Ce-143 685.5 Sb-127 822.4 Sn-125 2521.2 La-140
162.5 Ba-140 355.5 Zr-97 685.5 W-187 852.4 Te-131m 2547.2 La-140
181.5 Mo-99 364.5 I-131 695.5 Te-129m 856.4 I-133 2899.2 La-140
228.5 Te-132 412.5 Sb-127 698.3 Sb-127 867.4 La-140
231.5 Ce-143 423.4 Ba-140 706.5 I-133 915.4 Sn-125
240.5 Ra-224 432.4 La-140 713.4 Sb-124 919.5 La-140
252.5 Sb-127 437.5 Ba-140 721.6 Ce-143 925.5 La-140
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(a) Case A378
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(b) Case A421
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(c) Case 684

Figure 42: The activity concentration of radioxenon measured by the one station in the
test network, for the SAUNA III and SAUNA QB instruments. Three example cases are
shown; the cases were selected to demonstrate the behaviour at different gas trans-
portation times. Only samples with activity concentrations above the critical detection
limit (set a a confidence level of 95%) are shown.
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Figure 43: Ratio of radioxenon with time as measured with SAUNA cube and SAUNAIII,
for three picked example cases (A378, A421 and A684). Left plot shows the activity
ratio of 135Xe and 133mXe, the right plot shows the activity ratio of 135Xe and 133Xe,
and the gray line is the theoretical values.

with a collection time of 12 hours. Here we use three di�erent explosions from
set A (378, 421, and 684) to illustrate data measured at di�erent time delays
following an explosion. Measured activity concentration time series for the
two systems are displayed in �gure 42. As expected, the observed activity
concentrations are orders of magnitude higher for the explosion resulting in
detections early after the explosion (number 684).

To investigate the validity of the modelling of the sampling-, processing-,
and measurement process for noble gas stations, measured activity ratios were
plotted and compared to the theoretical values obtained by decaying the nuclide
vector. Such plots are shown in �gure 43 for the three example explosions. As
can be seen, simulated data agrees well with the expected ratio.

This is further illustrated in �gure 44, showing a three-ratio isotope plot
with simulated data along with the theoretical curve. Plots of this kind is
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Figure 44: Ratio-ratio plot for radioxenon, for three example cases (A378, A421 and
A684), as measured with SAUNA cube and SAUNAIII. The gray line is the theoretical
values.

Figure 45: Figure of merits for four different case sets of 1 kt nuclear explosions con-
ducted at an altitude of 150 m, calculated for the network shown in figure 35. The
individual FOM measures and the mean of these are shown. DP is detecting power,
LP is location power, RP is reporting power, NEIP stands for nuclear explosion identifi-
cation power, and NIP is nuclide identification power. NEIP24 and NIP24 requires that
the conditions are fulfilled within 24 hours. The grey bars in the left figure, for NEIP and
NIP, indicates the max total value possible for those measures.

important in order to discriminate releases from nuclear explosions and civil
sources, such as emissions from nuclear power plants.

8.5 Figure of merits
Finally, we use the �ctious network combined with the response analysis of the
explosion sets A, B, BW, and C to illustrate the use of the �gure of merits,
de�ned in section 2.4. The calculated �gure of merits are shown in �gure 45
for the sets A (Sweden), B (Sweden + 700 km, water excluded), BW (Sweden
+700 km only water) and C (Europe).

Since the detection power (DP) mainly will be determined by the seismic
network, which will have almost 100% e�ciency in Sweden and the closest
region outside, DP is very close to one for these case sets. Compared to case
B, the detection power for case BW is slightly higher. This is caused by the
improved seismic coupling for explosions above water. For set C, the detection
power is close to 90%, with infrasound contributing to a larger extent than for
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the other two cases. The location power (LP), also determined by the waveform
technologies, will decrease with increasing sensor-event distance. The reporting
power (RP) limit is here set to one hour, and will also decrease for increasing
detection distance, limited by the signal travel time for infrasound.

Unlike DP, LP, and RP, the nuclide speci�c FOMs nuclear explosion identi-
�cation power (NEIP) and nuclear identi�cation power (NIP), will be heavily
a�ected by the weather conditions (this is also true for infrasound). As shown
in section 4.2.4, each case set has a theoretical maximum for the nuclear FOMs,
since only a fraction of the calculated releases will reach the Sweden. This max-
imum is indicated by the grey bars in �gure 45. NEIP is calculated using an
OR between the two options de�ned in section 2.4. NEIP and NIP are also
calculated with the requirement that the detections and/or nuclide identi�ca-
tions are made within 24 hours (NEIP24 and NIP24). As can be seen in in
�gure 45, quite a few of the explosions will be identi�ed according to the NIP
or NEIP FOM, while very few of these happens within 24 hours.
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9 Interactive maps
In addition to the network analysis tools, NEMOS also provides the possibil-
ity to produce interactive maps showing results derived from the atmospheric
transport calculations, such as deposition �elds, as well as measured data from
a network of sensors. Furthermore, a functionality to illustrate direct e�ects,
such as dose from initial radiation, is included. The maps are produce using
the Python module Folium, and can be viewed in a web browser.

One example is shown in �gure 46. The map displays an animation of
the dose rate from ground deposition from a nuclear explosion with time, as
calculated from the atmospheric dispersion calculations described in section 4.
The animation can be played using the control in the lower left corner. Four
screen shots of such an animation are shown in �gure 47.

The maps also show the position of the sensors in the network. Di�erent
sensor types can be selected in a menu. In the example shown in �gure 46, the
green and red points indicate the positions of sites used as dose rate measure-
ment positions for the local emergency response organisation in Sweden. If the
dose rate reaches above 100 nSv/h at any time after the explosion, the position
is coloured red.

The calculated dose rate a certain detector position can be viewed by click-
ing on the corresponding point, as shown in �gure 48.

The simulated network in this example also contains the existing aerosol
�lter stations in Sweden. They are indicated by larger circles, also coloured
green or red, depending on if the activities are above detectable levels or not
(see �gure 46). Since these measurement systems are order of magnitudes more

Figure 46: Example of an interactive map showing a sensor network and an animation
of the time development of the deposited activity from a nuclear explosion. This exam-
ple show the measurement positions used by the Swedish emergency response (green
and red small circular markers, and aerosol filter stations operated by FOI (larger red
and green circles). The colored red area is the calculated dose rate from ground depo-
sition. If the dose rate or activity concentration is above the detection limit, the markers
are coloured red.
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Figure 47: Screen shots showing the animation of the time development of dose rate
ffrom ground deposition caused by a 1 kt nuclear explosion detonating 150 m above
ground.

Figure 48: Example of dose rate at a sensor position that can be viewed by mouse
clicking on the sensor marker.
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Figure 49: Modelled airborne activity concentration of 99Mo viewed by mouse clicking
on an aerosol station.

Figure 50: Calculated integrated dose from direct radiation caused by a 1 kt nuclear
explosion at a height of 150 m. The dashed circle indicates a dose of 5 Gy, while the
outer circle marks the 1 mGy radius.

sensitive than for GM-tubes, they will detect the nuclear fallout at much larger
distances. The activity concentration at the sensor position can be inspected,
as shown in �gure 49.

The interactive maps also provides the possibility to plot direct e�ects. One
example is shown in �gure 50, where dose radii from a 1 kt explosion at a height
of 150 m is shown.
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10 Summary, conclusions and outlook
A software framework (NEMOS) developed to simulate the response of sensor
networks, intended to detect, identify, and locate nuclear explosions and other
nuclear events, has been developed and is described in this report. The Python-
based software simulates the response of sensor networks that can consist of
several sub-networks such as a seismic network, an infrasound detection net-
work, and several types of radioactivity sensor networks (GM - tubes measuring
dose rate, NaI- sensors measuring isotope-speci�c activity, either stand-alone
or in the vicinity of an air sampling �lter, aerosol stations equipped with an
HPGe detector, and �nally, two types of radioxenon measurement systems).

NEMOS uses a nuclear source vector and atmospheric transport calcula-
tions in combination with various detector response models to simulate the
radioactivity measurements. A nuclear explosion nuclide vector has been devel-
oped that takes into account �ssion products and neutron activation in weapon
material as well as in surrounding media. In the case of HPGe and NaI mea-
surements, a full simulation of measured spectra is performed, and the spectra
are analysed with respect to nuclide speci�c activities and activity concentra-
tions using standard radionuclide analysis software. The responses (detection
and location accuracy) of the seismic and infrasound sensors are calculated
using empirical models.

A large number of nuclear explosions located in and around Sweden, as well
as in Europe, were simulated both with respect to particulate and noble gas
dispersion. These explosions can be used in a statistical analysis designed to
evaluate di�erent network con�gurations with respect to veri�cation capability.
The analysis include calculation of parameters such as reporting timeliness,
detection and location capability, and the capability to identify whether an
explosion is nuclear in nature or not.

The framework can also be used to produce interactive maps that show the
calculated dispersion �elds and which sensors in the network that are detecting
the event. The maps can also show detailed measurement data from the indi-
vidual sensors, as well as illustrations of direct e�ects. The maps can be used
in the planning and excecusion of exercises, as well as in general discussions on
nuclear weapons e�ects.

Although there are room for improvements, in particular in the seismic and
infrasound modelling, that use a simpli�ed approach, we believe that the soft-
ware framework is comprehensive enough to enable a study of the capability of
di�erent network con�gurations that can be of value when designing a measure-
ment network of this kind. The software can also be useful when analysing real
measurement data from existing radioactivity measurement networks, since in
principle any combination of network and nuclear release can be simulated, with
the possibility to include many types of measurement instruments, enabling a
comparison with measured and calculated observations.

In the future, the seismic modelling can be made more sophisticated to
include local and regional variations, better modelling of location accuracy
at larger distances, as well as a more detailed location speci�c noise model.
In addition, the software does not model source location using radionuclide
sensors, which normally is performed using backwards atmospheric transport
modelling in combination with a source localization method. Another area of
improvement is the modelling of the noble gas source term, which should be
made to better harmonize with the particle dispersion model. Furthermore, the
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algorithm for analysis of NaI spectra should be modi�ed to better correspond to
a real spectrum analysis using peak �tting, instead of the simple ROI approach.
Another factor not included here is the local radionuclide background. This
could be improved by performing actual measurements at potential new sites,
and include location-speci�c numbers in the simulation.

Finally, it should be mentioned that other technologies for nuclear explosion
detection exists than the ones included in the model tool described here, as for
example discussed in the �rst report of this project [1]. One example of such a
technology is a system for detection of electromagnetic pulses (EMP).
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